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Lexicon



Lexicon: Complexity

• What do we mean with the term Complexity and Dynamical Complexity ?

• When one considers a phenomenon or a thing that is complex, one

generally associates it with something that is hard to separate, analyze or

to solve (The Merriam-Webster Dictionary, 1997), i.e. as a synonym to

difficult.

• Instead, we refer to a complex system as one whose phenomenological

laws that describe the global behavior of the system are not necessarily

directly related to the elemental laws that regulate the evolution of its

elementary parts.

• Complexity is the emergence of a non-trivial behavior due to the

interactions of the subunits that form the system itself.

• Complex systems may be described at different level.
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Lexicon: Complexity

• What characterizes complex systems is:

the presence of hierarchical multiscale structures,

the emergence of long-range correlations,

the cooperativeness,

multiscale cross-coupling, symmetry breaking,

scale-invariance, fractal topologies and criticality,

universality features.
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Lexicon: Complexity

An example of Complexity Emergence: the Wolfram Algorithmic Rules

Let us consider 3 simple algorithmic boolean rules [Wolfram, 2002] (here

f = 0, 1 and f̄ is the not operation):

• # 250 f(i,j) = f(i+1,j−1) + f̄(i+1,j−1)f(i−1,j−1)

• # 90 f(i,j) = f̄(i−1,j−1)f(i+1,j−1) + f(i−1,j−1) f̄(i+1,j−1)

• # 30 f(i,j) = f̄(i−1,j−1)f(i,j−1) + f̄(i,j−1)(f̄(i−1,j−1)f(i+1,j−1) + f(i−1,j−1) f̄(i+1,j−1))

Complexity and Algorithmic Rules

Let us consider 3 simple algorithmic rules [Wolfram, 2002]:

#250

#90

#30

f(i,j) = f(i+1,j�1) + f̄(i+1,j�1)f(i�1,j�1)

f(i,j) = f̄(i�1,j�1)f(i+1,j�1) + f(i�1,j�1)f̄(i+1,j�1)

f(i,j) = f̄(i�1,j�1)f(i,j�1) + f̄(i,j�1)(f̄(i�1,j�1)f(i+1,j�1) + f(i�1,j�1)f̄(i+1,j�1))

Rule #250 Rule #90 Rule #30

Trivial ordered pattern
Complex pattern

Hierarchical structures
Disordered pattern

Figure 1: The three patterns of Rules # 250, # 90 and # 30.
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Lexicon: Scale-Invariance

• What do we mean with the term Scale-Invariance ?

• Scale-invariance is special kind of symmetry feature, that can be observed

in systems characterized by a huge range of scales (see e.g., fluctuations in

proximity of a second-order phase transition) [Stauffer & Stanley, 1996;

Sornette, 2000, Lesne & Laguës, 2012].

• Scale-invariance is the appearance of spatial and/or temporal structures

without a characteristic length or time scale and refers to invariance over

changes of scales, i.e., the system is reproducing itself under a

coarse-graining transformation.

• Existence of a symmetry of scale invariance means a lack of a

characteristic scale for the system.

• The concept of scale invariance can be expressed in mathematical terms

by the simple following rationale.
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Lexicon: Scale-Invariance

• Let us consider an observable quantity O(x), which depends on a control

parameter x .

• The quantity O(x) is scale invariant if under an arbitrary change of the

control parameter x → λx there is a number µ(λ) such that

x → λx , O(x) = µO(λx); µ(λ) = λα

• The last equation is a first order homogeneous equation, defining

homogeneous functions, and is generally encountered in the theory of

critical phenomena, etc.

• The most simple solution of a first order homogeneous equation is a power

law.

O(x) = cxα with α = − lnµ
lnλ

• Thus, power-laws are the signature of a scale invariance property.

• Sometimes the scale invariance is applied in a statistical sense.
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Lexicon: Scale-Invariance

• In this case, the invariance is related to changes with scale of the shape of

PDF, i.e. to a sort of invariant function [Stauffer & Stanley, 1996; Hnat et

al., 2002a, 2002b, 2003].

• For instance, consider the following very simple random walk:

x(n) = x(n − 1) + η(n), where 〈η(n)η(n′)〉 = σ2δ(n − n′)

• The statistics of the x(n) for a large number of replica (ensemble of

iterations) follows a scale invariant property (Quinconce de Galton).
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Figure 2: The statistics of x(n) at different time step n (left panel). The scaling of the standard deviation s(n)
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Lexicon: Fractals

• Several natural complex objects and systems show irregular features at all

scales of observation, that make them different from classical Euclidean

objects.

• The characterization of this natural complexity required the introduction

of novel concepts.

• In 1982 Mandelbrot introduced the concepts of fractal object and fractal

dimension.

• According to Mandelbrot, a fractal (or set) is a rough or fragmented

geometrical shape that can be subdivided into parts, each of which is a

reduced-size copy of the whole [in D. Sornette, 2000].

• Mathematically, a self-similar set A is said to be a fractal if its Hausdorff

dimension D0 exceeds the ordinary topological dimension d of its

constituents and is less than the embedding dimension E
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Lexicon: Fractals

• The quantity D0 is named fractal dimension (also capacity or self-similarity

dimension), and for simple self-similar geometrical objects is generally a

real number.

• This generalization of the concept of dimension from integers to real

numbers reflects the emergence of continuous scale invariance [Sornette,

2000].

• One of the most striking feature of a fractal set or objects is its

non-analytic (singular) character at all scales.

• In order to clarify the above concepts, let us consider a simple example of

fractal: the Koch curve.
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Lexicon: Fractals

The Koch curve

• A simple fractal object is the famous Koch snowflake.

• Let’s start with an equilateral triangle with sides of unit length. Then, we

divide each side in 3 equal parts and add a small equilateral triangle of

side 1/3 in the middle part. By iterating this process we get the Koch

snowflake.
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Figure 3: The Koch snowflake construction procedure.
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Lexicon: Fractals

The Koch curve

• The length L diverges for increasing n, and can be expressed in as an

inverse power-law of the resolution ε(n).

• This allows to evaluate its fractal dimension D = 1.26186....The length L diverges for increasing n, and can be expressed in 
as an inverse power-law of the resolution ε(n). 

where D is the fractal dimension; D = 1.26186...
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Lexicon: Geomagnetic Indices

• The Earth’s magnetospheric dynamics can be investigated from different

point of view; local dynamics and global evolution.

• While the analysis of the local dynamics is based on measurements at a

local level via the observation of some plasma and magnetic field

quantities, the global evolution of the Earth’s magnetospheric dynamics is

generally performed by means of some geomagnetic indices, which are

proxies of dissipative processes.

• Among the various geomagnetic indices the most reliable and widely use in

analysing the Earth’s magnetospheric dynamics are i) the Auroral

Electrojet (AE) indices and ii) the Disturbance Storm Time indices (Dst)

and its variations (SYM-H, Asy-H, ...)
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Lexicon: Geomagnetic Indices

• The Auroral Electrojet (AE) indices, introduced by Davis and Sugiura

(1966), are a set of four geomagnetic indices (AE, AU, AL, AO)

characterizing global auroral electrojet currents and computed from the

horizontal component (H) of the magnetic field measured on the ground in

the Northern auroral regions (geomagnetic latitudes 60◦ − 70◦).

• Among these four indices the AE-index (defined as AE = AU − AL where

AU and AL are the upper and lower envelopes of the ground based

measurements of the H component) is representative of the energy

dissipation rate in the auroral regions [Ahn et al., 1983].

Ei =
∫

Ωi
δAE(t)dt, where δAE(t) = AE(t)− AEref

⇒ Ei (J) = 1.3810Ei (nT ·min)
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Lexicon: Geomagnetic Indices

Figure 5: A sample of AE-index. The horizontal dashed line refers to the average value during quiet period (AEref ).
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Lexicon: Geomagnetic Indices
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Figure 6: AE-index coherent bursts identified via Local Intermittency Measure (LIM).
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Lexicon: Geomagnetic Indices

• The Disturbance Storm Time (Dst) index and its variants (SYM − H) aim

to monitor variations of the equatorial magnetospheric ring current.

• It is a 1 hr (1 min) time resolution index derived from the horizontal

component H of the geomagnetic field, as measured at ground

observatories distant from the auroral and equatorial electrojets and

approximately equally distributed in longitude.

• It was originally introduced by Sugiura (1969) and is produced by the

World Data Center (WDC) for Geomagnetism, Kyoto, and is available

from 1957 up until present (wdc.kugi.kyotou.ac.jp/dstdir/index.html).

• SYM-H is the Dst high resolution version (1 min) and represents the

symmetric part of the equatorial disturbance as measure by a larger set of

geomagnetic observatories.

• SYM-H index [Iyemori, 1990; Wanliss and Showalter, 2006] provides

estimate of the longitudinally symmetric part of the disturbance field.
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Lexicon: Geomagnetic Indices
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The Earth’s magnetospheric dynamics: A general view

• The Earth’s magnetosphere is a structured dynamical system in a

nonequilibrium configuration, continuously interacting with the

interplanetary medium and the Earth’s ionosphere-atmosphere system.

• In particular, as clearly shown by its comet-shape the Earth’s

magnetosphere can indeed be considered a far-from-equilibrium extended

dissipative system, continuously driven by solar wind.

• Evidences of non-equilibrium are:

non-symmetric shape (comet shaped);

a complex system of continuously flowing currents (dissipative

structures);

the occurrence of fast energy releases.

.
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The Earth’s magnetospheric dynamics: A general view

Figure 8:

A schematic view of the Earth’s magnetosphere. (Credit NASA-ISTP web site http://www-istp.gsfs.nasa.gov)

19

http://www-istp.gsfs.nasa.gov)


The Earth’s magnetospheric dynamics: A general view

• In the early years, magnetospheric studies primarily dealt with large scale

phenomena and processes, achieving significant results.

20



The Earth’s magnetospheric dynamics: A general view

• In the early years, magnetospheric studies primarily dealt with large scale

phenomena and processes, achieving significant results.

• Since the early 90s it was realized that the dynamics of the Earth’s

magnetosphere in response to solar wind changes is characterized by

nonlinearity and chaotic features [Vassiliadis et al., 1990].
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The Earth’s magnetospheric dynamics: A general view

• In the early years, magnetospheric studies primarily dealt with large scale

phenomena and processes, achieving significant results.

• Since the early 90s it was realized that the dynamics of the Earth’s

magnetosphere in response to solar wind changes is characterized by

nonlinearity and chaotic features [Vassiliadis et al., 1990] .

• One of the first evidences of the nonlinear character of the Earth’s

magnetosphere was the seminal paper by Tsurutani et al. (1990).
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The Earth’s magnetospheric dynamics: A general view

GEOPHYSICAL RESEARCH LETTERS, VOL. 17, NO. 3, PAGES 279-282, MARCH 1990 

THE NONLINEAR RESPONSE OF AE TO THE IMF BS DRIVER: A SPECTRAL BREAK AT 5 HOURS 

'Bruce T. Tsurutanil, Masahisa Sugiura2, 3, Toshihiko Iyemori3, Bruce E. Go!dstein 1, 
Walter D. Gonzalez ,g, Syun I. Akasofu5 and Edward J. Smith 1 

Abstract. We demonstrate the existence of a sharp break in 
the power spectrum of AE at ~ 5 hours. At frequencies below 
the break, AE has a- f'l.0 dependence, and at higher 
frequencies it has a f-2.2 to f-2.4 dependence. The power 
spectrum of the IMF Bs for the same time interval has a 
~ f-1.4 dependence with no spectral breaks or peaks. Thus, at 
fr•0.•uencies above the break, the power in AE varies as f~0.5 to f- ß times the power in Bs and at low frequencies it ranges 
from being f0 (frequency independent) to a f+0.4 times the 
power in Bs. Several possible explanations of the nonlinear 
response of AE to the IMF Bs driver are briefly discussed, 
including: 1) variable ionospheric conductivity (increasing 
with Bs) for the high frequency regime, and 2) several AE 
saturation mechanisms for the low frequency regime. 

Introduction 

It is well recognized that the southward component of the 
interplanetary magnetic field (IMF) is the major parameter 
which is related to the onset of magnetospheric substorms and 
storms (see Gonzalez et al. 1989 and references therein for a 
review of interplanetary parameters tested). In this work we 
will examine the power spectra of the Auroral Electrojet (AE) 
indices and the power spectra of the IMF Bs to determine the 
efficiency of the solar wind-magnetospheric coupling for wave 
periods from 17 minutes to 28 hours. 

Method of Analysis 

Welch's modified periodogram method (Welch, 1978; 
Rabiner eta!., !979) is used to calculate the spectra presented 
in this paper. In this method, the total data is divided into 
segments. The final spectral estimate is the average of the 
spectra calculated for the individual data segments. The 
number of degrees of freedom is twice the number of data 
segments. This method has been employed because it avoids 
averaging over frequency, maintaining an accurate frequency 
dependence. The drawback is, of course, the inability to 
determine wave power at very low frequencies. This is not a 
problem for the analyses undertaken in this study, as the full 
dam intervals were years in length, well beyond the range of 
interest for this study. 

1Jet Propulsion Laboratory, Calif. Inst. Tech., Pasadena 
2Institute of Research and Development, Tokai University, 

Shibuya, Tokyo 
3Data Analysis Center for Geomagnetism and Space 

Magnetism, Kyoto University 
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Campos, Sao Paulo, Brazil 
5Geophysical Institute, University of Alaska, Fairbanks 

Copyright 1990 by the American Geophysical Union. 

Paper number 90GL00324. 
0094-8276/90/90GL-00324503.00 

Results 

Figure 1 illustrates the power specu'um of 5 rninute averages 
of the AE index from !978 through 1980. There are no •aps in 
the data. The plot spans the frequency range of 6 x 10 -4 to 2 x 
10 -6 Hz which corresponds to 28 minutes to 5.8 day periods. 
There are 303 degrees of freedom; the corresponding plus and 
minus one standard error is indicated in the figure. It is quite 
small. 

1978 - 1980 AE 
•MP-8 N = 2048 
5 min AVGS 303 DOF 

,, 

10 • • 

"••- 1.00 
• 24 hr 

9 1S.E. = i - 

7 - 

6 
-6 -5 -4 -3 

LOG (f, Hz) 

Fig. 1. Power spectrum of 5 minute averages of AE for 1978 
through 1980. 

The figure contains two notable features. One is a spike at ~ 
1.2 x 10 '5 Hz. This spike is much larger than the standard 
error. The frequency corresponds to a period of 24 hours. A 
second feature is a break in the slope of the spectrum at ~ 5.6 x 
10 -5 Hz or ~ 5.0 hours. This is emphasized by the addition of 
two straight lines drawn in by hand. (The spectral shapes 
quoted are, however, only approximate fits. Fits other than 
power law are also possible.) The sp_ectmm is proportional to 
f-l.00 prior to the break and a f-2.2 after the break. This 
interval of study occurs during solar maximum. 

There is a slight enhancement at 8 x 10 -5 Hz (3.5 hrs). This 
may be associated with substorms. However we note that this 
"enhancement" is strongly dependent on the spectral fit used 
and is also relatively small in comparison to the standard error. 

Figure 2 illustrates the power spectrum of the AE index for 
the years 1967-!970, one solar cycle earlier than the interval 
covered in Figure !. This power spectrum was computed 
from one hour averages. Otherwise, the format is the same as 
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IMP-0 1978 - 1980 
5 min AVGS N = 512 

CONSTANT 

3 
-5 -4 -3 

LOG (f, Hz) 

Fig. 5. The ratio of the power spectrum of AE to the power 
spectrum of the IMF Bs for 1978-1980. 

1978-1980. The break in ratio is clearly apparent at f = 6 x 
!0 -5 Hz (4.6 hours). Below this frequency, the ratio is 
approximately independent of frequency. Above the break, 
the ratio decreases with a f-0.5 dependence. These estimates 
are somewhat uncertain, however. By using the previously 
determined AE and Bs spectral slopes, one could estimate that 
the ratio has a f0.4 and a f-0.8 dependence at frequencies below 
and above the break, respectively. 

Since the IMF Bs has a power law shape, it is not possible 
in this study to separate Bs amplitude effects from frequency 
effects. In the discussion that follows, we will try to indicate 
which proposed mechanisms are amplitude related, in contrast 
to those that are frequency related. 

Summary and Conclusions 

24 Hour Peak 

The peak in t_he AE spectrum at 24 hours is always present 
and is large in comparison to the standard error. Allen and 
Kroehl (1975) have similarly reported a 24 hour AL wave. 
They demonstrate that there is AE or AL "power" associated 
with the finite number of ground stations used in constructing 
AE. In intervals where geomagnetic activity is continuous for 
days to weeks (such as HILDCAA intervals, Tsurutani and 
Gonzalez, 1987, Tsurutani et al., 1990), AE will have artificial 
maxima when AE ground stations rotate under the most 
intense portion of the auroral electrojet. As a station rotates 
under the electrojet 24 hours later, a peak in AE will again 
occur, throwing (artificial) power into the spectrum at this 
period. 

There are several other sources of AE power at 24 hours 
period. There is a daily variation in ionospheric conductivity 
which has a strong influence on the intensity of the electrojets. 
Holzer and Slavin (1981) have demonstrated a diurnal 
oscillation as large as 45% of the mean during winter solstice. 
Another mechanism is associated with the inherent 24 hour 

periodicity of the GSM coordinate system. If the magnetic 
field is steady over periods of days, such as illustrated by the 
interplanetary sector pattern (Smith et al., 1978), then the 
Earth's magnetic dipole rotation will produce a 24 hour 
variation in the GSM Bs component. The GSM coordinate 
system is the relevant one for magnetic reconnection and this 
has been suggested for causing both daily and seasonal 
variations in AE (Russell and McPherron, 1973). All of the 
above mechanisms probably contribute to this power. Further 
studies are needed to resolve the relative importance of each. 

~ 5 Hour Break 

We have demonstrated that a sharp break in the power 
spectrum of AE occurs at a period of about 5 hours. At 
frequencies below the break, the power spectrum of AE has a 
~ f-l.0 dependence, and at higher frequencies has a f-2.2 to f-2.4 
dependence. 

The ~ 5 hour period is considerably longer than most 
features associated with substorms. The expansive phase is 
typically --- 30 minutes and the length of the substorm is 
approximately 2 to 3 hours (Akasofu, 1964). The latter 
number is very approximate, however. G. Rostoker (private 
communication, 1989) believes that the substorm durations are 
(typically) directly related to the durations of the southward 
IMF Bz events. Our results indicate that there are no preferred 
period in the MF Bs and thus one should perhaps expect no 
particular substorm duration as well. 

To rule out the possibility that the 5 hour spectral break may 
be an artifact caused by a lack of AE stations over certain 
longitudes (oceans, for example), we studied AE as a function 
of universal time. Although interesting features were noted, 
none suggested any feature that could be related to a 5 hour 
period. Previous work done by Kroehl (1981) has shown 
that there is only slight improvement of AE if the number of 
stations is increased from 12 to 57, thus the lower number of 
stations is felt to be adequate. Kroehl also found that the UT 
effect in AU and AL only occurred if one organized the data by 
!MF sector structure. 

Power Ratio (AE/!MF Bs) 

We have shown that at frequencies below ~ 6 x 10 -5 Hz, the 
ratio of power in AE to power in Bs has a dependence of f0.4 
to f0.0 (constant). At frequencies above 6 x 10 -5 Hz, the ratio 
has a dependence of f-0-5-to f-0.8. Below, we will discuss the 
high frequency regime first. 

High Frequency Region. It is well known that the magneto- 
sphere responds as a low pass filter, being insensitive to high 
frequency IMF Bs fluctuations. However here, by comparing 
the power in AE and Bs, we find a specific frequency 
dependent response of f-0.5 to f-0.8 for values above 
~ 6 x •0 -5 Hz. This requires some explanation. One 
mechanism that should limit high frequency response is the 
inductance of the tail. High frequency Bs fluctuations will 
result in magnetotail flux variations rather than driving electric 
fields and currents in the ionosphere. We have investigated a 
simple circuit armlog in which the ionosphere acts as a resistor 
and flux stored in the tail acts as an inductor. For such a RL 
circuit, the predicted dependence of the power ratio of AE to 
Bs is f0.0 below the break frequency, and f-2.0 above the break 
frequency. The predicted slope above the break frequency is 
steeper than the observations, and it is difficult to match the 
break frequency with the observed 6 x 10 -5 Hz. (See also 
comments about the nonlinear response of the magnetosphere 
in Bargatze eta!., 1985 and Rostoker et al., 1988). 
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Notice the nonlinear response of the AE index to the solar
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In Fig. 5, we have reported a short interval of two
days where it is compared the behavior of vBs with
that of AE. We may easily notice how some fea-
tures of the AE index are directly driven by vBs,
while in some cases the response seems to be not
directly related (see the burst of activity in AE
occurring at the end of the selected period). An
other relevant feature of the AE index response to

solar wind driving is that similar inputs give differ-
ent outputs. This nonlinear correspondence among
input and output suggests the possible occurrence
of metastability in the response of the magneto-
sphere to solar wind input. Anyway, this issue will
be investigated and studied in further works.

In Fig. 6, the spectra of vBs and AE for the
selected period are compared. While AE index
PSD shows a near 1/f region at lower frequencies
(f < 70 µHz), no evidence for such a 1/f region
is found in vBs-PSD. This result support the hy-
pothesis that the 1/f region is an intrinsic feature
of magnetospheric response as evidenced by the AE
index. Moreover, the spectral break in the vBs-PSD
seems to occur at a different time scale f = 50 µHz.
Clearly, much work must be done to clarify this
point.

4. SUMMARY AND CONCLUSIONS

The results of the analyses on the two AE index
time series can be summarized as follows:

1. The AE index “burst size” distribution function
is characterized by a power-law behavior over
more than three orders of magnitude. This can
be read as the absence of any characteristic scale
and confirms our previous preliminary results on
a small data set.

2. The AE index “lifetime” distribution shows a
scaling behavior over more than two decades,
suggesting that no characteristic time scale ex-
ists in the magnetospheric dynamics.

3. The PSD of AE index fluctuations in 1975 and
1978 shows at least two scaling regions; a high-
frequency 1/f2 region, and a low-frequency 1/f
noise region. This PSD structure is very simi-
lar to Hwa and Kardar’s RSP model,32 showing
SOC dynamics.

4. The PSD shows the existence of a possible sec-
ondary spectral break, f ≈ 1 µHz, followed by a
white noise region at very low frequencies. This
secondary break could be related to the max-
imum time over which avalanches correlate or
when the ionospheric currents show a correla-
tion to the solar wind driver. This point requires
much more detailed analyses.

The main result of our analyses is that AE index
time behavior seems to be the possible occurrence
of criticality in the Earth’s magnetospheric dynam-
ics. In other words, the magnetosphere behaves as a
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Fig. 5 The behavior of vBs (upper panel) in comparison
with the behavior of the AE index (lower panel) for a period
of two days from December 02, 1994 to December 04, 1994.
Notice the nonlinear response of the AE index to the solar
wind driving.
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Fig. 6 Comparison between the spectra of vBs and AE
relative to the first 12 days of December, 1994. Solid and
dashed lines are power-law best fits.

In Fig. 5, we have reported a short interval of two
days where it is compared the behavior of vBs with
that of AE. We may easily notice how some fea-
tures of the AE index are directly driven by vBs,
while in some cases the response seems to be not
directly related (see the burst of activity in AE
occurring at the end of the selected period). An
other relevant feature of the AE index response to

solar wind driving is that similar inputs give differ-
ent outputs. This nonlinear correspondence among
input and output suggests the possible occurrence
of metastability in the response of the magneto-
sphere to solar wind input. Anyway, this issue will
be investigated and studied in further works.

In Fig. 6, the spectra of vBs and AE for the
selected period are compared. While AE index
PSD shows a near 1/f region at lower frequencies
(f < 70 µHz), no evidence for such a 1/f region
is found in vBs-PSD. This result support the hy-
pothesis that the 1/f region is an intrinsic feature
of magnetospheric response as evidenced by the AE
index. Moreover, the spectral break in the vBs-PSD
seems to occur at a different time scale f = 50 µHz.
Clearly, much work must be done to clarify this
point.

4. SUMMARY AND CONCLUSIONS

The results of the analyses on the two AE index
time series can be summarized as follows:

1. The AE index “burst size” distribution function
is characterized by a power-law behavior over
more than three orders of magnitude. This can
be read as the absence of any characteristic scale
and confirms our previous preliminary results on
a small data set.

2. The AE index “lifetime” distribution shows a
scaling behavior over more than two decades,
suggesting that no characteristic time scale ex-
ists in the magnetospheric dynamics.

3. The PSD of AE index fluctuations in 1975 and
1978 shows at least two scaling regions; a high-
frequency 1/f2 region, and a low-frequency 1/f
noise region. This PSD structure is very simi-
lar to Hwa and Kardar’s RSP model,32 showing
SOC dynamics.

4. The PSD shows the existence of a possible sec-
ondary spectral break, f ≈ 1 µHz, followed by a
white noise region at very low frequencies. This
secondary break could be related to the max-
imum time over which avalanches correlate or
when the ionospheric currents show a correla-
tion to the solar wind driver. This point requires
much more detailed analyses.

The main result of our analyses is that AE index
time behavior seems to be the possible occurrence
of criticality in the Earth’s magnetospheric dynam-
ics. In other words, the magnetosphere behaves as a

Figure 9: A view of the nonlinear response and not one-to-one coincidence of vBs − AE activity bursts (Consolini,

Fractals, 2002).
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The Earth’s magnetospheric dynamics: A general view

• In the early years, magnetospheric studies primarily dealt with large scale

phenomena and processes, achieving significant results.

• Since the early 90s it was realized that the dynamics of the Earth’s

magnetosphere in response to solar wind changes is characterized by

nonlinearity and chaotic features [Vassiliadis et al., 1990

• One of the first evidences for the nonlinear character of the Earth’s

magnetosphere was the seminal paper by Tsurutani et al. (1990).

• This work opened a new view of the magnetospheric dynamics, providing

the starting point to study the emergence of chaos and/or complexity.
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The Earth’s magnetospheric dynamics: A general view

• Anyway, the comprehension of the highly structured and dynamical

features of magnetospheric processes during magnetic substorms and

storms seems to require a different approach and novel concepts.

• This observation motivated a sequence of studies focused on the possible

occurrence of low-dimensional chaos [Baker et al., 1990; Sharma, 1995;

Klimas et al., 1996].

In the early years, magnetospheric studies primarily dealt 
with large scale phenomena and processes, achieving 
significant results.

Anyway, the comprehension of the highly structured and 
dynamical features of magnetospheric processes during 
magnetic substorms and storms seems to require a 
different approach and novel concepts.
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Figure 10: A view of AE and Dst geomagnetic indices.
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The Earth’s magnetospheric dynamics: A general view

• However, later it was realized that the Earth’s magnetospheric dynamics

dynamics cannot be discussed in terms of autonomous systems but more

reasonably using analogue models displaying a certain degree of

organization, i.e., in terms of driven nonlinear dynamical system rather

than autonomous system [Klimas et al., 1996].

Figure 11: A view of Dst attractor reconstruction from Klimas et al. (1996). 27



The Earth’s magnetospheric dynamics: A general view

• The main problem deals with the correct characterization of the

fractal/multifractal character of the magnetospheric dynamics as

monitored by geomagnetic indices (AE, Dst, SYM-H, etc).

FLM

Actual

Figure 12: Comparison between measured AL and FLM reconstruction (Klimas et al., 1992, 1994) and the

corresponding PSDs [from Klimas et al., 1996].

28



The Earth’s magnetospheric dynamics: A general view

• Indeed, it was recognized that the nonlinear features of geomagnetic

indices cannot be ascribed to a finite-dimensional dynamics [Prichard &

Price, 1992; 1996] but conversely resemble more a stochastic signal than a

chaotic one [Takalo et al., 1993, 1994; Takalo & Timonen, 1994].

• For instance, AE-index fluctuations shows large departures from the

Gaussian statistics at several time-scales, along with a multifractal

character [Consolini et al., 1996].
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Multifractal Structure of Auroral Electrojet Index Data
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Using a multifractal approach, based on “singularity analysis,” we investigate the scaling properties
of the auroral electrojet index (AE) time series. The existence of a multifractal structure in the AE time
series is the signature of the occurrence of “intermittence,” which can be interpreted as an indication
of turbulence in magnetospheric dynamics. Furthermore, a simple model, the P-model (a two-scale
Cantor set), is shown in order to investigate the underlying multiplicative nature of the signal. This set
displays many of the multifractal properties of the AE signal. [S0031-9007(96)00242-6]

PACS numbers: 94.30.Lr, 05.40.+j

The auroral electrojet index (AE), derived from high
latitude fluctuations of the magnetic field horizontal com-
ponent at Earth’s surface, is meant to estimate the total
maximum amplitude of the ionospheric current system.
It was introduced by Sugiura and Davis [1] to monitor
the occurrence of auroral phenomena, and more generally
magnetospheric substorms.
The description and modeling of the AE index time

series and the study of their scaling properties are pow-
erful tools for understanding the nature of solar wind-
magnetosphere-ionosphere coupling and magnetospheric
substorm dynamics.
To explain the high temporal variability of magnetic

substorms, which is evident in the AE time series (see
Fig. 1, top panel), many authors [2–7] investigated the
possible occurrence or not of low-dimensional chaos
in the magnetospheric response to solar wind input;
however, this is still an open question.
Nevertheless, Takalo et al. [8–10] have clearly shown

the existence of scaling properties in AE index data
that suggest that the signal is self-affine, with scaling
exponent H ¯ 0.5, up to a time of about 113s69d min.
Furthermore, this characteristic time is well in agreement
with the spectral break at ¯5.6 3 1025 Hz previously
observed by Tsurutani et al. [11].
However, the irregularity of AE temporal evolution

may suggest a more complex nature of the analyzed phe-
nomenon than that characterized by the above mentioned
simple fractal model. The AE time series “spotty” be-
havior, evidenced when the signal increments are plotted
(see Fig. 1, bottom panel), can indeed be an indication of
“intermittence,” and therefore “turbulence.” Furthermore,
intermittence involves an anomalous scaling with respect
to “time dilation.”
This Letter proposes a multifractal approach to the AE

time series, based on the so-called “singularity analysis,”
with the aim of revealing the occurrence of intermittence
in the dynamics of magnetospheric substorms.
The purpose of multifractal analysis is to reveal the

existence of a hierarchy of scaling indices, which is due

to the different local scaling properties of the data. In
order to do this, first of all a “positive stationary measure”
has to be defined on the data set [12,13]. Since the AE
time series power spectral density (PSD) is characterized
by power laws with spectral exponent 1 , b , 3 (see
Fig. 2), the AE signal is nonstationary with stationary
increments over a range of scales which is bounded above

FIG. 1. Sample of the original time series covering a period
of three days (top panel) and relative AE increments time series
(bottom panel).
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and below [12]. It is important to stress that with the
term “stationary” we mean that the data set wAEstd is
statistically invariant by translation in time t. Therefore,
a new scalar stationary, non-negative field ´std has been
defined according to Meneveau and Sreenivasan [14], as
the squared absolute value of the small scale differences

´std ≠ jwAEsti 1 Dtd 2 wAEstidj2, (1)
where wAEstd is the original AE-data set, and Dt is the
sampling interval. There are several methods to define a
stationary non-negative field. However, the peculiar pro-
cedure does not affect the results of singularity analysis as
Lavallée et al. [15] pointed out.
Consequently, a positive measure dm can be defined as

dmstd ≠
´std
T k´l

dt , (2)

where T is the total time length. According to Paladin
et al. [13], a multifractal measure is characterized by the
scaling features of its coarse-grained weight:

pistd ≠
Z

Li

dmstd ¯
X

ti#t0#ti 1t

Dmst0d , (3)

where t ≠ 2n is the size of the segments Li . The
presence of multifractality is shown by the anomalous
scaling of the “partition function Gsq, td” for small t:

Gsq, td ≠
X

Li

pistdq ¯ tgsqd, (4)

where gsqd ≠ sq 2 1dDq and Dq is a nonconstant func-
tion. The exponents Dq, called “generalized dimension”

FIG. 2. Power spectral density (PSD) or energy spectrum
relative to the period under analysis. The solid and dotted
lines are power-law best fits. The dashed line is relative
to 25y3 power law predicted for the “inertial range” by
Kolmogorov’s theory of fully developed turbulence in absence
of “intermittence.” Two spectral breaks, f1 and f2, identify
a frequency region where the dependence is nearly similar to
Kolmogorov’s one.

[16], are independent of moment order in the case of ho-
mogeneous fractality.
We developed our analysis applying the multifractal

approach to a set of AE-index data, covering the period
from 1.1.1975 to 19.2.1975, with 1-min time resolution,
for a total amount of 216 points. Data comes from the
National Geophysical Data Center, Boulder, CO.
To evaluate the exponents gsqd, the partition function

Gsq, td vs t has been fitted with a power law using
the Levemberg-Marquardt nonlinear regression algorithm
[17].
In Figs. 3 and 4 gsqd and Dq are plotted as a function

of the moment order q. It is evident that gsqd and q
are not linearly dependent; this is the consequence of
an underlying multifractal structure in the AE signal,
as is also confirmed by the existence of a hierarchy of
dimension Dq.
The existence of a multifractal nature of the AE signal

in respect to time dilation is the signature of temporal
inhomogeneity, or, in other words, of intermittence [13].
The occurrence and the nature of intermittence in the

AE signal have been further analyzed by comparing the
Dq curve with those proposed for two typical multi-
plicative processes, the P-model [14] and the Log-normal
model [18]. These models were first introduced to ac-
count for the occurrence of intermittence in fully devel-
oped turbulence in ordinary fluid flows.
The solid line in Fig. 4 is the nonlinear best fit of

the Dq data according to the P-model, which is formally
equivalent to a “two-scale Cantour set” with l1 ≠ l2 ≠
1y2 and represented by

Dq ≠ log2fp
q 1 s1 2 pdqg1ys12qd, (5)

where p is a parameter, associated with the fragmentation
probability in the cascade process, and q is the moment
order.
The dash-dotted line represents Dq behavior according

to the log-normal model. There is agreement between
this model and Dq data only if small values of q are

FIG. 3. Scaling exponent gsqd of the partition function
Gsq, td as a function of moment order q.
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FIG. 4. Plot of generalized dimensions Dq. The solid line is
the nonlinear best fit of the data by the P-model (see text).
The dash-dotted line represents the behavior of the Log-normal
model.

considered. On the contrary, the experimental Dq curve
and the P-model best fit are fairly well in agreement.
The agreement between Dq data and P-model predic-

tion must be interpreted as the evidence for partial mixing
during the cascade and for an asymmetric breakdown in
the fragmentation process. The parameter p, as evaluated
from the nonlinear best fit of Dq data using relation (5)
gives

p ≠ 0.746 6 0.002 . (6)

This parameter can be used to evaluate the intermittence
coefficient m:

m ≠ 22
dDq

dq
jq≠0 ≠ log2f4ps1 2 pdg21

≠ 0.400 6 0.002 . (7)

In the case of homogeneous turbulence, Kolmogorov’s
theory (via Taylor’s hypothesis) predicts a f

2b law,
with b ≠ 5y3, in the inertial range of energy spectrum.
When intermittence is considered the exponent b must be
corrected as follows:

b ) b 1
m

3
≠ a , (8)

where m is the intermittence coefficient. From this we
obtain

a ≠ 1.800 6 0.001 , (9)

which is well in agreement with the PSD power-law
exponent when the intermediate range f f1, f2g,

7.3 3 1025 , f , 2.5 3 1023 Hz , (10)

is considered (see Fig. 2).
Another way to characterize the multifractality is given

by the so-called multifractal or singularity spectrum fsad,
which can be directly evaluated from the gsqd curve by a

Legendre transformation:

a ≠
dgsqd

dq
fsad ≠ qa 2 gsqd . (11)

In Fig. 5 we report the singularity spectrum fsad
derived for the AE index data set (pointed curve). The
solid line represents a nonlinear best fit if an analytical
expression for the P-model is used, which can be derived
from that of a general two-scale Cantor set with equal
scales sl1 ≠ l2 ≠ 1y2d but unequal weights [19],

a ≠ 2
log2 p 1 snym 2 1d log2s1 2 pd

nym

fsad ≠ 2
snym 2 1d log2snym 2 1d 2 snymd log2snymd

nym
(12)

eliminating nym. Once again there is good agreement
between theory and data.
The multifractal approach in respect to time dilation

has evidenced the existence of different local scaling
properties in the AE-time series. This is a consequence of
temporal inhomogeneity that is related to the intermittent
character of the signal.
The comparison between the multifractal structure of

the AE signal and that of two typical multiplicative pro-
cesses, introduced in order to explain the intermittence in
turbulence, has clearly shown that the nature of the signal
is analogous to intermittent turbulence. It is important to
stress that intermittent turbulence involves a different en-
ergy distribution in space and time from the prediction
of Kolmogorov’s theory for ordinary turbulence. More-
over the multifractal structure of the AE index seems to
be analogous to the P-model prediction.

FIG. 5. Multifractal or singularity spectrum as derived from
Legendre transformation. The solid line is a nonlinear regres-
sion best fit of the data making use of an analytical expres-
sion for a two-scale Cantor set with equal scales but unequal
weights (P-model). The dashed line is the diagonal which in-
dicates the homogeneous fractal locus.
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Figure 13: Left: Partition function scaling exponents, γ(q); Right: The Renyi dimensions, Dq [from Consolini et

al., 1996].
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The Earth’s magnetospheric dynamics: A general view

• The multifractal character of geomagnetic indices (AE) provides the

evidence of a punctuated dynamics characterized by a many

degree-multiscale process; i.e., the one of the first evidences of a complex

dynamics characterized by many degree of freedom, as in turbulent

systems.

• Indeed, one of the most striking feature of the magnetospheric dynamics is

the punctuated character, i.e., the occurrence of large energy release

sparsely distributed in time (period of stasis punctuated by crisis).

Intermittency

One of the most striking feature of the magnetospheric 
dynamics is the “intermittency”.

Intermittency, from latin word “intermittere”, refers to a 
peculiar dynamical behavior, characterized by the 
occurrence of large self-similar fluctuations sparsely 
distributed (period of stasis punctuated by crisis).   
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Figure 14: The AE-index and Dst-index small scale increments (∆X (τ) = X (t + τ)− X (t)).
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Complexity and Criticality



Complexity and Criticality

• Starting from different considerations, Chang [1992] suggested that

magnetospheric dynamics may be that of an infinite-dimensional nonlinear

system near criticality.

• This hypothesis was corroborated by successive analysis of the nonlinear

character of the AE-index in terms of dissipation burst events and changes

in the fractal (self-similarity) features during substorms [Consolini, 1997,

2002; Uritsky and Pudovkin, 1998].

!"#$%& '()"'&* !"+#,%+"&- .%) '/'('+0$" 1"2,++,+2 '#
#$" !%!"+# !! 3456 #$" 78'+#,#* %9 ,+:8# "+")2* ;'<
,+0)"'<"& 8: #% 35 9%) %+(* %+" #,!" <#":6 '+& #$"+ ,#
'2',+ &"0)"'<"& #% #$" :)"/,%8< ("/"(- =# ,< <""+ 9)%!
.,2- >6 #$'# #$" )"'0#,%+ %9 #$" . 98+0#,%+ #% #$"
,+?8"+0" 9)%! %8#<,&" ,< <,!,(') #% #$" @AB,+&"C
1"$'/,%) &8),+2 ' !%&")'#" <81<#%)!- =+ #$,< +8!"),0'(
"C:"),!"+# #$" "+")2* %9 "C#")+'( &,<#8)1'+0" '!%8+#"&
#% #$" /'(8" %9 D5E>5F #$" "+")2* %9 ,++") +%,<" %9
<*<#"! G' !"'+B<78')" &"/,'#,%+ %9 "H!I 1"9%)" #$"
&,<08<<"& "/"+#J6 '+& #$" "+")2* %9 )"'0#,%+ ;'< $,2$")
#$'+ #$,< ("/"( H<"" .,2- >1I- K$8<6 '< ,# ;'< <8::%<"&
#$'# ' (')2" ,+#")'0#,/" <*<#"! 1",+2 ,+ #$" LMNB<#'#"6
,+0)"'<"< ;"'O (%0'( &,<#8)1'+0"<6 :)"<")/,+2 ,#< 2(%1'(
<#'1,(,#* '# #$" <'!" #,!"- P%#,0" #$'# <80$ 1"$'/,%) ,<
#*:,0'( %9 #$" !'2+"#%<:$")" &8),+2 :"),%&< %9 !%&")B
'#" <%(') '0#,/,#*-

@+%#$") O,+& %9 +%+B<#'#,%+')* :)%0"<<"< ;$,0$ 0'+
&"/"(%: ,+ #$" <'+&:,(" !%&"( ,< #$" ,+&80"& ,+<#'1,(,#*
#$'# '::"') ,+ !'+* "("!"+#< %9 ' !'0)%<0%:,0'( :')# %9
#$" '))'* <,!8(#'+"%8<(*- K$"<" "/"+#< #'O" :('0" &8),+2
#$" '0#,/" :$'<" %9 ,+&80"& !'2+"#%<:$"),0 <81<#%)!6
;$"+ #$" +%)#$;')& #8)+,+2< %9 #$" =Q. &"0)"'<" #$"
08))"+# <$""# ,+<#'1,(,#* ("/"( <$'):(*6 '+&6 '< ' )"<8(#6
(')2" )"2,%+< %9 '+%!'(%8< )"<,<#,/,#* '::"') ,+ #$"
!'2+"#%<:$"),0 #',(- R+&") #$"<" 0%+&,#,%+<6 #$" &"<#'B
1,(,S'#,%+ %9 08))"+# <$""# 0'+ 1" !%&"("& 1* '
&"0)"'<,+2 %9 #$" #$)"<$%(& ("/"( %9 ,+#")'0#,%+ %9 '((
LMNB!%&"( "("!"+#<-

T"# 8< &,<08<< 78'(,#'#,/"(* :%<<,1(" 0%+<"78"+0"< %9
#$" #$ &"0)"'<"- =9 #$" ,+,#,'( <#'#" %9 #$" !%&"( ,< #$"
<#'#" %9 <"(9B%)2'+,S"& 0),#,0'(,#*6 #$" &"0)"'<" %9 ,+#")B
'0#,%+ #$)"<$%(& #)'+<9%)!< #$" !%<# :')# %9 "("!"+#<
,+#% '+ "C0,#"& <#'#"6 <% #$'# #$" "+#,)" <*<#"! "+#")< ,+#%
#$" <8:")0),#,0'( )"2,!" HU'O '+& 0$"+6 VWWVI- X$"+ #$"
<*<#"! &,<:")<"< #$" "C0"<< %9 "+")2* ';'* #$)%82$ ,#<
1%8+&'),"<6 '+& #$" !"'+ #H%6 &I /'(8" ,< ,+ '00%)&'+0"
;,#$ #$" +"; #$B/'(8"6 #$" &*+'!,0 "78,(,1),8! %9 #$"
<*<#"! 0'+ 1" )"<#%)"&- X$"+ #$ )"#8)+< #% ,#< :)"/,%8<
/'(8" H#$,< <,#8'#,%+ #'O"< :('0" '# ' )':,& <"0%+& 0$'+2"
%9 =Q. <,2+I6 #$" <810),#,0'( #*:" %9 ,+<#'1,(,#* 0%++"0#B
"& ;,#$ #$" "+")2* &"Y0,"+0* %9 #$" <*<#"! '),<"<- K$"+
#$" <*<#"!6 $'/,+2 '008!8('#"& ' <8Z0,"+# '!%8+# %9
"+")2*6 0'+ 2% #% ,#< ,+,#,'( LMNB<#'#"-

K$" )"<8(#< %9 ,+/"<#,2'#,%+< %9 #$" !%&"( )"'0#,%+ #%
#$" <,+2(" )"/")<,1(" &"0)"'<" %9 #$ H.,2- [I '2)"" ;,#$
#$%<" :)"<"+#"&- =+ #$,< !%&"( "C:"),!"+# H'))'*

>5 ! >56 #$" ,+,#,'( #$B/'(8" ;'< 46 '+& '# #$" !%!"+#
!! \5 ,# &"0)"'<"& 1* %+" 8+,# <% #$'# #$" '/'('+0$"
,+,#,'#"& '# #$,< #,!" <#')#"& #% &"/"(%: 8+&") #$"
<8:")0),#,0'(,#* 0%+&,#,%+<- @# #$" +"C# !%!"+# #$

)"#8)+"& #% #$" :)"/,%8< /'(8"6 '+& ' <81<"78"+#
)"('C'#,%+ %9 #$,< 0(8<#") :'<<"& ,+#% #$" 8<8'( )"2,!"-
=+ '&&,#,%+6 '+ "C#")+'( "+")2* ;'< :8# ,+#% )'+&%!
"("!"+#< %9 #$" <*<#"! &8),+2 #$" "+#,)" :"),%& %9
<,!8('#,%+ H<"" A7- DI- K$" "/'(8'#,%+ %9 9)'0#'( &,!"+B
<,%+< %9 #$" "H!I 08)/" 8<,+2 #$" ]8)<# !"#$%& H]8)<# '!
()6 VW[>I <$%;< #$'# #$" <*<#"! )"'((* ,< 2%,+2 #$)%82$
#;% +%+<#'1(" ,+#")!"&,'#" )"2,!"< E <8:")0),#,0'( '+&
<810),#,0'(- K$" '1,(,#* %9 #$" <*<#"! #% )"'0# #% #$"
<"0%+& 0$'+2" %9 #$" #$)"<$%(& &":"+&< %+ #$" ;$%("
)"<#%)'#,%+ %9 #$" LMNB<#'#"-

*+, -./)0!1/2 /3 34($!() '%5/2'2!6 /3 7- !18' 6'41'6
90412: !;' 60<6!/48

X" #$,+O #$'# #$" 0%+<,&")"& <#'2"< %9 #$" "/%(8#,%+
%9 ' (')2" ,+#")'0#,/" <*<#"! 0%))"<:%+& )'#$") ;"(( #%
#$" !',+ :$'<"< %9 '+ ,+&80"& <81<#%)!- P'!"(*6 #$"
,+,#,'( '+& #$" '0#,/" <81<#%)! :$'<"< ')" (,O" #$"
LMNB)"2,!" 9%)!'#,%+ '+& #$" #)'+<,#,%+ %9 #$" !%&"(
,+#% <8:")0),#,0'( <#'#"6 ;$")"'< #$" )"0%/")* :$'<"
<$%8(& 1" 0%!:("#"& 1* #$" <810),#,0'(,#* )"0%/"),+2
2)'&8'((* #% #$" LMNB<#'#" 1"9%)" #$" +"C# <81<#%)!
%+<"#- =# $'< #% 1" +%#"& #$'# ,+ %8) !%&"( '< ,+ #$"
)"'( !'2+"#%<:$")" '(( #$)"" :$'<"< 0'+ 1" <""+ 8+&")
#$" 0%+&,#,%+< ;$"+ #$" "C#")+'( &,<#8)1'+0"< 9%((%;
"'0$ %#$") ,+ #,!" ,+#")/'(< <8Z0,"+# #% '((%; #$"
<*<#"! #% )"0%/")-

K'1(" V <$%;< #$" )"<8(#< %9 <#'#,<#,0'( <#8&* %9
&,<#),18#,%+ %9 #$" ]8)<# "C:%+"+# = %/") #$" !',+
:$'<"< %9 #$" !'2+"#%<:$"),0 <81<#%)!< &"/"(%:!"+#
H'1%8# 3> &,<#,+0#,/" <'!:("< %9 <81<#%)!< #$'# %008))"&
,+ VW^\ ;")" <"("0#"& 9%) #$,< '+'(*<,<I- K$" &'#' <822"<#
#$'# #$" = /'(8" 0%+<,&")'1(* ,+0)"'<"< ;,#$ <81<#%)!
%+<"# H= ,+&"C %9 #$" ,+,#,'( :$'<" ,< 9%8+& #% 1" !80$
$,2$") #$'+ #$'# %9 1'0O2)%8+& @AB/'),'#,%+<I '+&
)"#8)+< #% ,#< ,+,#,'( ("/"( &8),+2 #$" )"('C'#,%+ :$'<"- @
#"!:%)')* &"0)"'<" ,+ = &8),+2 #$" '0#,/" :$'<" <$%8(&
1" 0%+<,&")"& '< ' <:"0,Y0 #)'+<,"+# "_"0# )"<8(#,+2 9)%!
#$" ,+#"+<,/" )"0%++"0#,%+ :8(<"< '# #$" ``:"'Oaa %9
<81<#%)! 0%!:),<,+2 '(( #$" <*<#"!- R+&") #$,< 0%+&,B
#,%+ !'2+"#%<:$")" %:")'#"< '< ' ;$%("6 (%;B&,!"+B

!"#$ %$ K$" )"<8(# %9 ,+/"<#,2'#,%+ %9 #$" !%&"(
)"'0#,%+ #% #$" <,+2(" )"/")<,1(" &"0)"'<" %9 b0

8<,+2 ' >5 ! >5 '))'*- K,!" %9 b0 0$'+2" ,<
!')O"& 1* (44/>

c- Q- R),#<O*6 Q- =- d8&%/O,+e T%; 9)"78"+0* ?f3 (,O" ?80#8'#,%+< V>\>

!"#$%& !'!()* %$+ ,)%!)! (# -) %$ ./0 !'!()* 1"(2
*%$' "$+)3)$+)$( +)45))! #6 65))+#*7

85%,(%& +"*)$!"#$ ! 5)&%()+ 1"(2 " %! !! #$"
,2%$4)! +95"$4 (2) !9-!(#5* #$!)( %! 1)&& :$#() (2%( (2"!
"! $#( % ,#55)&%("#$ +"*)$!"#$ "$ 32%!) !3%,) ,##5+";
$%()! -9( (2) 4)#*)(5",%& +"*)$!"#$ #6 ("*) (5%,)! #6
!(9+")+ ("*) !)5")!<7 =! %$ "&&9!(5%("#$> "$ 8"47 ?> (2) =@;
"$+)A B%5"%("#$! +95"$4 !9-!(#5*! #$ CD7C?7DE?F DGHCCI
CJ7C?7DE?F DGHCC %5) !2#1$7 /$) ,%$ !)) (2%( (2)
!(59,(95) #6 =@;"$+)A K9,(9%("#$! 6#&&#1! "$ +)(%"&! (2)
-)2%B"#5 #6 (2) *#+)& 35)!)$()+ "$ 8"47 L7 M$ 3%5(",9&%5>
(2) 65%,(%& +"*)$!"#$ #6 =@;"$+)A K9,(9%("#$! +),5)%!)!
!2%53&' %( (2) %,("B) 3)5"#+ #6 +"!(95-%$,) :!93)5,5"(",%&
5)4"*)< %$+ !"4$"N,%$(&' "$,5)%!)! (# (2) )$+ #6 5),#B)5'
32%!) :!9-,5"(",%& 5)4"*)<7

%&' ()*+,-./)0 )1 2345 ,06 78 +)9:- /+:;4-,

O# ,#*3%5) !3),(5%& 35#3)5(")! #6 K9,(9%("#$! #6
!%$+3"&) "$()45%& %,("B"(' 2:4< 1"(2 (2) !3),(59* #6 (2)
=@;"$+)A B%5"%("#$! "( 1%! #6 "$()5)!( (# !)) 2#1 (2)
*#+)& 5)%,(! (# (2) 3%5%*)()5! #6 5)%& !#&%5 1"$+7 8#5
(2"! 3953#!)> 1) 2%B) (%P)$ % ("*) !)5")! #6 2#95&'
%B)5%4)+ B%&9)! #6 (2) <=2 >? %$+ (2) =P%!#69 69$,("#$
"$ DE?F %$+ 9!) (2)* %! ,#$(5#&&"$4 "$K9)$,)!7 Q#(2
('3)! #6 !%$+3"&) 5)!3#$!) (# )A()5$%& 3)5(95-%("#$!
!(9+")+ 1)5) ,#$!"+)5)+7 O2) "$39( )$)54' 1%! %!!9*)+
(# -) 35#3#5("#$%& (# ("*);+)3)$+)$( B%&9) !:4< #6 (2)
=P%!#69 69$,("#$ !# (2%( % !)5")! #6 %B%&%$,2) 5)%,("#$!
!"*"&%5 (# (2#!) !2#1$ "$ 8"47 G #,,955)+7 = ,#)R,")$(
#6 35#3#5("#$%&"(' -)(1))$ !:4< %$+ "$S),()+ )$)54' 1%!
,2#!)$ (# 35)B)$( (2) !%(95%("#$ #6 (2) !'!()* +'$%*",!
+9) (# (2) (## &%54) ,&9!()5!7 T#5)#B)5> % (25)!2#&+ @;

+)3)$+)+ #$ (2) !"4$ #6 (2) >?;,#*3#$)$(H 6#5 3)5"#+!
#6 $)4%("B) >? (2) B%&9) #6 @; 1%! G7C> 6#5 3#!"("B) >? "(
+),5)%!)+ !&"42(&' (# @; ! U7EG7

M$ ,#$(5%!( (# #(2)5 #6 #95 !"*9&%("#$!> )B#&9("#$ #6
2:4< "$ (2) !%$+3"&) ,#$(5#&&)+ -' (2) !#&%5 1"$+
3%5%*)()5! 1%! *#+)&)+ %$+ #-!)5B)+ "$ 5)%& ("*)7
O2"! "*3&")+ (2%( (2) %B%&%$,2)! 1)5) %&&#1)+ (#
"$()5%,( %$+ (# ,#*3)() 1"(2 )%,2 #(2)57 =! 1%! !2#1$
!9,2 % 5)4"*) ,%$ -) 9!)+ !9,,)!!69&&' 6#5 !"*9&%("$4
./0 )V),(! "$ ,#$("$9#9!&' +"!(95-)+ !%$+3"&)! :W"$X;
-954 :4 ,A7> DEE?<7

M$ 8"47 F (2)5) %5) 8#95")5 3#1)5 !3),(5% ,#55);
!3#$+"$4 (# *#+)&)+ %$+ $%(95%& D;*"$ =@ K9,(9%("#$!
5)4"!()5)+ +95"$4 DE?F7 M( ,%$ )%!"&' -) !))$ (2%( !3),(5%&
,95B)! #6 2:4< 69$,("#$ %$+ (2) =@ K9,(9%("#$! &##P
!"*"&%57 T#+)& !3),(59* 2%! % 3#1)5;&%1 6#5* 1"(2 %
,2%5%,()5"!(", -5)%P %( !#*) 65)Y9)$,' 12",2 !))*! (#
+)3)$+ #$ (2) %55%' !"X)7 O2) !3),(5%& )A3#$)$( B #6 2:4<
B%5"%("#$! ,2%$4)! 65#* (2) B%&9) D7C %( 65)Y9)$,")!
-)&#1 (2) -5)%P (# (2) B%&9) J7JIJ7G 6#5 2"42)5
65)Y9)$,")!7 O2)5)6#5)> (2) !%$+3"&) ,)&&9&%5 %9(#*%(#$
5)35#+9,)! )!!)$("%& 6)%(95)! #6 (2) =@ K9,(9%("#$!
!3),(59* 12",2 1)5) +"R,9&( (# 35)+",( #$ (2) -%!) #6
(2) !#&%5 1"$+ K9,(9%("#$! %$%&'!"!7 O2"! 5)!9&( 4"B)! %$
"*3#5(%$( )B"+)$,) 6#5 (2) 2'3#(2)!"! #6 ./0 "$ @%5(2Z!
*%4$)(#!32)5)7

! "#$%&'()#$(

O2) +%(% 35)!)$()+ %&&#1 9! (# %55"B) %( (2) 6#&&#1"$4
,#$,&9!"#$!H

D7 O2) =@;"$+)A K9,(9%("#$! %5) ,2%5%,()5"X)+ -' %
65%,(%& !(59,(95) !(%-&) 6#5 (2) &#$4 ("*) "$()5B%&! #6
(2) *#+)5%() !#&%5 %,("B"('7 O2) 3#1)5 !3),(5% #6
&#$4;3)5"#+ B%5"%("#$! #6 4)#*%4$)(", N)&+ "$()$!"('
!2#1 (2) !%*) 3),9&"%5"(")! %! =@;"$+)A !3),(59*
"$+)3)$+)$(&' #6 (2) &%("(9+) #6 #-!)5B%("#$ 3#"$(7

J7 O2) !3),(59* !(59,(95) #6 (2) MT8 >? ;,#*3#$)$(>
(2) !#&%5 1"$+ B)&#,"('> %$+ (2) !#&%5 1"$+ I

*)+, -, @A%*3&) #6 ()*3#5%5' )B#&9("#$ =@
"$+)A +95"$4 % 5)%& *%4$)(#!32)5", !9-!(#5*7
C,AD:/ #6 65%,(%& +"*)$!"#$ ! #6 =@ (5%,)
,#55)!3#$+"$4 (# (25)) !(%4)! #6 (2) !9-!(#5*
+)B)&#3*)$( %5) !2#1$

./0&1 2, ["!(5"-9("#$ #6 \95!(Z! )A3#$)$( \ #6 =@;B%5"%("#$! #B)5 (2) 32%!)! #6 *%4$)(#!32)5", !9-!(#5*

.9-!(#5* 32%!) \95!(Z! )A3#$)$(
:" ] ,#$N+7 "$()5B%&> +^7CG<

0&%!!"N,%("#$ #6 (2) 32%!) "$
()5*! #6 (2) ./0 (2)#5'

Q%,P45#9$+ B%5"%("#$! 1"(2 &#1 =@ C7UC ] C7CF .9-,5"(",%&"('
M$"("%& 32%!) #6 !9-!(#5* C7GE ] C7C? .93)5,5"(",%&"('
=,("B) 32%!) C7UU ] C7CL .9-,5"(",%&"(' :(5%$!")$( 5)4"*)<
_)&%A%("#$ 32%!) C7UE ] C7CL T#+)5%() !93)5,5"(",%&"('
=6()5 I )V),( C7`F ] C7CG .9-,5"(",%&"('

DGFL a7 T7 b5"(!P'> T7 M7 c9+#BP"$H d#1 65)Y9)$,' Ee1 &"P) K9,(9%("#$!

Figure 15: From Uritsky and Pudovkin, Ann. Geophys., 1998.
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Complexity and Criticality

Evidence of scale-invariant dissipation processes during substorms

s =
∫

Ω
[AE(t)− LAE (t)]dt

Figure 16: From Consolini, 1997.
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Complexity and Criticality

• The evidence of scale invariance in the auroral indices led to the idea that

the magnetosphere might behave as a self-organized critical system (SOC).

• Other evidences of scale-invariant energy dissipation, supporting the

original proposal of Chang (1992), were:

• Angelopoulos et al. (1999) - scale invariant PdF of BBF durations -

• Lui et al. (2000), - spatial energy dissipation and size distribution of

auroral luminosity -

• Uritsky et al. (2002), - space-time features of auroral blobs -

• These features were interpreted as signatures of a dynamics similar to that

of an out-of-equilibrium stochastic system near forced and/or

self-organized criticality - FSOC [Chang, 1998, 1999; Chapman et al.,

1998; Uritsky & Pudovkin, 1998; Takalo et al., 1999, 2001; Klimas et al.,

2000; Consolini & De Michelis, 2001].
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[1] We report first results from a spatiotemporal statistical analysis of ionospheric
emissions as observed by the Ultraviolet Imager (UVI) onboard the POLAR spacecraft
during 4 months of 1997 and 1998. Approximately 12,300 individual emission events near
local midnight with durations exceeding the sampling time of the image sequences are
investigated. The probability distributions of these events over the lifetime T, maximum
area A, integrated area S, maximum power W, and integrated energy output are shown to
obey distinct power law relations p ! T"2.2, p ! A"1.8, p ! S"1.6, p ! W"1.7, p ! E"1.5

over a wide range of scales. The observed behavior is consistent with the behavior of
statistical–physical avalanche models near a stationary critical state. These results support
the hypothesis of self-organized critical dynamics of the magnetosphere and suggest an
important role for cross-scale coupling effects in the development of geomagnetic
disturbances. INDEX TERMS: 2704 Magnetospheric Physics: Auroral phenomena (2407); 2764
Magnetospheric Physics: Plasma sheet; 2772 Magnetospheric Physics: Plasma waves and instabilities; 2788
Magnetospheric Physics: Storms and substorms; 7839 Space Plasma Physics: Nonlinear phenomena;
KEYWORDS: multiscale turbulence, self-organized criticality, substorms, POLAR UVI experiment
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2001JA000281, 2002.

1. Introduction

[2] Over global spatiotemporal scales, it is well estab-
lished that Earth’s magnetosphere behaves as a low-dimen-
sional dynamical system in response to its solar wind driver
[Sharma, 1995; Vassiliadis et al., 1995; Klimas et al., 1996;
Pavlos et al., 1999a, 1999b; Sitnov et al., 2000; Gleisner
and Lundstedt, 2001; Sitnov et al., 2002]. A variety of
prediction and modeling methods that support or rely on
this concept have been developed and applied with consid-
erable success [Klimas et al., 1992, 1994, 1997; Vassiliadis
et al., 1995; Horton and Doxas, 1996; Valdivia et al., 1996;
Horton and Doxas, 1998; Freeman and Farrugia, 1999;
Valdivia et al., 1999; Vassiliadis et al., 1999]. Over small
spatiotemporal scales, the magnetosphere tends to demon-
strate more complex, and typically unpredictable, dynamics

[Tsurutani et al., 1990; Takalo et al., 1993; Angelopoulos et
al., 1994; Borovsky et al., 1997] that has been recently
identified as the dynamics of a stable critical state of the
magnetotail plasma sheet [Consolini, 1997; Uritsky and
Pudovkin, 1998]. In a series of papers, Chang [1992a,
1992b, 1998, 1999], Consolini and Chang [2001], and
Klimas et al. [2000a] have shown that these small and large
scale dynamics are closely connected. Low-dimensional
global dynamics can be a consequence of intrinsically
high-dimensional self-organized criticality, or forced self-
organized criticality, in the plasma sheet, whereas the high-
dimensional plasma sheet component of the dynamics can
be controlled by the global loading-unloading magneto-
spheric dynamics. Due to this intrinsic coupling, under-
standing the complexity in the magnetospheric behavior
associated with critical phenomena appears to be necessary
for a correct description of geomagnetic activity as a
response to the solar wind driver.
[3] Systems in the state of self-organized criticality

(SOC), the main subject of our study, are driven far-from-
equilibrium and produce self-similar (i.e., power law) multi-
scale distributions of individual discharge events, conven-
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resolution, probability distributions similar to those reported
below can be obtained using UVI data to which the
dewobbling routing has not been applied, and so errors
associated with this routine do not affect our conclusions
concerning the avalanche statistics of auroral emissions.
[18] To take out the thermal noise in the UVI camera, a

set of background subtraction frames was created once per
orbit (usually near apogee) and subtracted from the raw
images. The remaining noisy pixels that deviate signifi-
cantly from the counts in a local region of an image were
then removed. Since our study was focused on winter
months, the day glow contributions to the luminosity of
the nightside ionosphere was not significant and thus no day
glow correction was applied to the images.
[19] To detect active regions of the aurora, we applied a

constant luminosity threshold. The parts of the images with
the luminosity values exceeding the threshold were consid-
ered active and treated as instant ‘‘snapshots’’ of spatio-
temporal geomagnetic perturbations projected to the aurora.
We studied the evolution of those events that lasted longer
than the image sampling interval and so persisted in at least
two successive frames. To identify the spatiotemporal trace
of the events, we used an explicit geometric technique that
consisted of checking the intersection (in terms of common
pixels projected in a magnetic coordinate system) of the
perturbed areas in every pair of consecutive frames follow-
ing the snapshot containing the origin of the perturbation
(Figure 1). The time horizon for this search was limited to 5
hours, which is about half of the typical duration of the
continuous data segments available. The perturbations that
exceeded this limit or were interrupted by a gap in the image
sequence that was longer that 3 sampling intervals have

been removed from further analysis. During storm and
substorm times, the active auroral areas can split and/or
overlap constituting complex dynamical patterns. These
uncertainties were resolved based on the definition of
avalanches used in running cellular automaton models of
SOC [Becker et al., 1995]. Namely, the split perturbations
with a unique source were considered parts of a single
event, the merged perturbations with spatially distinct

Figure 1. (left) An example of POLAR UVI image. (right) A schematic drawing illustrating the method
of identifying spatiotemporal auroral perturbations from POLAR UVI images (spots in the image plane
indicate time evolution of two distinct auroral intensification regions with the photon flux exceeding the
activity threshold).

Figure 2. Lifetime probability distributions of spatiotem-
poral auroral perturbations obtained for January 1997 (solid
circles), February 1997 (solid diamonds), January 1998
(empty circles) and February 1998 (empty diamonds) using
UVI images with 184-s temporal resolution. Empty
triangles correspond to the distribution plot built using 37-
s resolution image sequences collected in January and
February 1998 in the single LBH-long filter mode.

SMP� 7� -� 4� URITSKY� ET� AL.:� BRIEF� REPORT

Figure 3. Normalized occurrence of spatiotemporal auroral perturbations as a function of maximum
area A, maximum power output W, integrated size S, total energy deposition by auroral electrons E
(resolution 184 s). Specification of months is the same as in Figure 2.
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Complexity and Criticality

• In spite of the large evidence of a scale-invariant dynamics in substorms

features, Freeman et al. (2000) conjectured that the observed scale

invariance could be due to similar features of the solar-wind coupling

functions (vBs and ε).

• However, different dynamical scaling features exist for time scales shorter

than 3.5 hr [Uritsky et al., 2001].

Figure 17: From Uritsky et al., 2001.
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Complexity and Criticality

• This is a clear evidence of the double nature of the magnetospheric

dynamics in response to solar wind changes:

• scale-invariance related to internal processes due to loading-unloading

• directly driven features (convection) on longer timescales.

coherent structures. Furthermore, the Mexican hat wavelet
allows for a good temporal resolution but a poor frequency
resolution. The reasoning to use this mother wavelet to
locate intermittent events in AE index is twofold: (1) AE
bursts are generally associated with a steep slope, well
revealed by Mexican hat wavelet; and (2) the Mexican hat
is a proper wavelet to locate intermittent event in turbulent
multifractal signals [Argoul et al., 1989] as AE index
[Consolini et al., 1996]. We report the scalogram jW(a,
t)j2 of the AE index data for 30 October 1978 in the middle
panel of Figure 2. The scale-time structure of this scalogram
is highly complex, and reveals the presence of coherent
scale-time structures in coincidence of the observed AE
index bursts.
[14] The lower panel of Figure 2 shows the part of the

scalogram which is connected to the intermittent events in
AE. We note that each scale-time structure, extracted using
the LIM analysis, coincides with a more or less evident
burst in AE index time series. The averaging period for
the evaluation of LIM quantity covers a time interval of
3860 min (i.e., from 29 October, UT 0350 to 31 October,
UT 2010), and the longest timescale investigated is a =
180 min. In spite of the short averaging period (less than
3 days) the LIM results do not seem to be considerably
affected by the length of the averaging period at the
investigated timescales (a ! 180 min). However, we post-
pone the analysis of this point to a future work. Moreover,
the shape of these scale-time structures involves a large set
of temporal scales well-organized in time. That is the
signature of coherency in the unloading processes. In other
words, the intermittent events appear as coherent scale-time
structures localized in time and involving a spectra of
frequency. Another relevant fact of this analysis is that

these intermittent structures seem to involve timescales
shorter than "100 min, supporting the possible origin of
unloading phenomena [Kamide and Kokubun, 1996].
[15] Using only that part of the scalogram, which is

related to the observed intermittent events, it is possible to
extract the intermittent part fI(t) of the signal by means
of the inverse continuous wavelet transform (ICWT) as
follows:

fI tð Þ ¼ 1

Cy

Z 1

0

da

Z 1

&1
WLIM a; t0ð Þy t0 & t

a

! "

dt0; ð4Þ

where Cy is a normalization constant which depends on the
chosen wavelet, and WLIM(a,t

0) are the wavelet coefficients
related to the intermittent structures and extracted using the
LIM condition.
[16] Figure 3 shows the reconstructed intermittent

component, AEI(t), of the AE index in comparison with
the actual AE index time series for the same period.
Subtracting such an intermittent component from the
actual measurement, it is possible to reconstruct the non-
intermittent component of AEC(t). The most relevant aspect
of this figure is that the behavior of the components mimics
the schematic picture of Figure 1 suggesting that the two
components separated by the LIM technique might be
assigned to the two different contributions in AE index.
In detail, we can assume that: the intermittent component
is mainly due the unloading contribution (B), while the non-
intermittent component is related with the directly driven
contribution (A).
[17] To stress the different character of the two compo-

nents separated by means of the continuous LIM technique,
we have evaluated the reduced kurtosis kr (here kr = k &
3 ! kr = 0 for a Gaussian distributed variable) of the 1-min
fluctuations of the intermittent (AEI) and non-intermittent
(AEC) component. In detail we get kr " 27 and kr " 5 for
AEI and AEC fluctuations, respectively. Similar results have
been found by analyzing a longer time series consisting of
several days of AE index data (more than 10 days).
[18] Figure 4 shows a comparison among the two sepa-

rated AE components (AEI and AEC) and the vBz as
evaluated by ISEE3 plasma and IMF key parameters.
Plasma and IMF parameter resolution is 2 min, and data
come from the OMNI/OMNIWeb database available via the
web. A good correlation (jRj " 0.7) is found between the
AEC component and vBz. Conversely, AEI seems to be

Figure 2. LIM analysis of AE index data for 30 October
1978. (top) Actual AE index. (middle) Scalogram jW(a, t)j2.
(bottom) Part of the scalogram satisfying LIMa,t0 > 1. Colors
in middle and bottom panels report the scalogram jW(a,t)j2,
and LIM intensity in arbitrary units (see color bar).

Figure 3. Reconstructed intermittent AEI (red line) and
non-intermittent AEC (blue line) part of the AE index data
relative to 30 October 1978 (black line).
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uncorrelated to vBz (jRj ! 0.1). This result supports the
hypothesis that the two AE components (AEI and AEC), as
separated by LIM technique, can be associated with the
increase of two different current systems: the DP1 and DP2
current systems, respectively.

4. Summary and Conclusions

[19] In the present work we have introduced a novel
technique, based on the continuous LIM analysis, to sepa-
rate the two different contributions in the AE index due to
the directly driven and unloading current systems. We
applied this novel technical tool to a period of AE index
covering more than 2 days (from 29 October 1978 to
31 October 1978) and during which for nearly half of the
day the IMF had a quasi-constant southward value [Price
and Prichard, 1993].
[20] Our results clearly point to the possibility of extract-

ing coherent time-frequency structures that mainly contrib-
ute to the intermittent character of the AE index, and that
characterize the impulsive and unloading character of AE
index. These intermittent and coherent time structures
involve a large set of temporal scales shorter than
100 min. That is in agreement with the previous studies
on the characteristic scale involving the unloading processes
[Kamide and Kokubun, 1996]. The different behavior ob-
served in the two separated components (intermittent and
non-intermittent) confirms previous works where it was
found that while the directly driven component tends to
respond approximately linearly to the interplanetary electric
field and to the energy transfer from the solar wind to the
magnetosphere, the unloading character component grows
impulsively at the onset of the expansive phase and decays
slowly [Sun et al., 1998]. Looking very carefully at Figure 3
it is indeed possible to notice how the characteristic time
interval between two successive bursts in the reconstructed

intermittent component AEI is in quite good agreement with
the typical time (approximately 2 " 3 hr) by which the
magnetic flux, built up in the tail, is released. As a matter of
fact, the observed series of overlapping bursts in the AEI

time series is a consequence of the loading-unloading
processes due to the long time the IMF remains southward.
[21] Although the results of this novel technique have

been shown in a case study, we believe that this technique
can be applied also to longer time series. As mentioned
above we applied the same analysis to a longer time series
finding similar results. Before concluding, let us underline
that a possible application of the continuous LIM technique
could be the identification of the exact timing for the sub-
storm expansion phase. Further applications and discussions
on more extended periods are postponed to a successive
work.
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• On the other hand from a different approach, Sharma et al. (2000) and

Sitnov et al. (2001), applying the singular spectrum analysis to a set of

correlated data showed that:

the global low-dimensional manifestations of substorm dynamics and

the observed scale invariance

are well in agreement with the behavior of conventional first- and/or

second-order phase transitions [Stanley, 1971].

Figure 19: From Sitnov et al., 2001. 38
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• To try to separate the scale-invariant character from the global

low-dimensional behavior (perhaps directly driven by SW) in AE-index, we

applied a moving window technique (local low-pass filter, τ = 120 min).

δAE(t) = AE(t)− AEB(t) ⇒ Ωi = {t ∈ [t′, t′′] | δAE(t) ≥ 0}

Figure 20: From Consolini and Kretzschmar, PSS, 2007.

Emax(τ) ∼ τν

39



Complexity and Criticality

• Emergence of a characteristic scale for typical size of energy relaxation

(∼ 1 RE )

Figure 21: From Consolini and Kretzschmar, PSS, 2007.

f (x) =
(
σα

x

)1/(1−α)

exp
[
− 1−α

α

(
σ
x

)α/(1−α)
]
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• Most of the studies focused on the energy/event size statistics limiting the

discussion of the waiting times to a comparison between a power-law

behavior and the Poisson statistics expected in the case of SOC systems.

• For instance, the observed waiting times statistics of AE index activity

bursts follows a power-law plus some finite-size effects.

G. Consolini and P. De Michelis: Fractal time statistics of AE burst waiting times 421
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Fig. 2. A sample of a 2-day interval of AE-index records. The
horizontal dashed line refers to the threshold used to discriminate
quiet and active periods (grey in the figure).

Figure 3 shows the waiting times Pdf  (⌧ ) in a double loga-
rithmic plot. The results are robust with respect to the pecu-
liar choice of the threshold in the range 60 ÷ 120 nT.
From a preliminary analysis of the trend of the probability

distribution function  (⌧ ), we find that it follows a power
law  (⌧ ) / ⌧�⌘ over more than 2 orders of magnitude with
a scaling exponent equal to ⌘ = [1.42 ± 0.01]. If the  (⌧ )

would be a simple power law, then, in the case of ⌘ < 2,
the average waiting time h⌧ i would be infinite. This result of
an approximate power law in a limited range of scales may
be seen as evidence of a scale-invariance of the Pdf of at
least two orders of magnitude that we will term as “fractal
statistics” of waiting times. Moreover, scale-invariance of
the waiting times’ statistics could be an indication of a time
correlation among the bursts, i.e. of a sort of aging effect
(Sornette, 2000).
As noted by Boffetta et al. (1999), fractal waiting time

statistics seems to be in contrast with the occurrence of a
classical SOC dynamics (Bak et al., 1987). As a matter
of fact, in the case of a SOC system, we would expect a
near Poisson distribution function of the waiting times: i.e.
 (⌧ ) = h⌧ i�1 exp(�⌧/h⌧ i). The inset of Fig. 3 shows a
comparison between the expected Poisson distribution and
the observed one. However, the presence of fractal time
statistics of the waiting times could be interpreted in terms
of more general complex dynamics associated with the ex-
istence of metastable states in an out-of-equilibrium sys-
tem (Conoslini and Chang, 2001, 2002). Recently, Chang
(Chang, 2001a, 2001b) has introduced a new point of view
where the configuration of the magnetospheric plasma and
field topology might be close to a colloidal phase. In particu-
lar, it has been proposed that the dynamics of coherent struc-
tures could be similar to that of a stirred colloidal suspension,
showing topological phase transitions in the evolution from
one critical state to another. Applying such a view to the
magnetotail plasma sheet regions, the magnetotail system it-
self might naturally evolve toward a region of the configura-
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Fig. 3. The waiting times distribution function  (⌧ ). The solid line
refers to a power-law nonlinear best fit. The inset shows a compari-
son between the observed distribution and the expected Poissonian
distribution characterized by the same average waiting time.

tion space characterised by many metastable states. There-
fore, the evolution of the global system could be equivalent
to a random walk in this configuration fractal space.

3 Topological randomness and waiting time statistics

In the last years, a great interest has been focused on the rel-
evance of topological disorder in physical systems. Converse
to the traditional approach that treats disorder in terms of a
perturbation, it was realised that randomness and disorder
may introduce new and unexpected behaviours in physical
systems. One of the most relevant characteristics of disor-
dered systems is the occurrence of metastability as a conse-
quence of the intrinsic space-time randomness. For example,
quenched disorder in spin systems involves the existence of
many competing minima in the energy landscape that pre-
vents the ergodicity. In such disordered systems, the dynam-
ics may result in a wandering in a separate multi-valley en-
ergy landscape; i.e. a sequence of jumps between the many
competing minima. The ergodicity breaking and the exis-
tence of a complex topology of the energy landscape will
strongly affect the statistics of residence times, i.e. of the
waiting time ⌧ (which can be, indeed, associated with the
time between two successive jumps from a local minimum
to another).
In this framework, let us consider a complex energy land-

scape characterised by a stretched exponential distribution of
the local minima:

f (E) / exp

�

✓
E

E0

◆↵�
. (3)

Assuming that the jumping mechanism among the local min-
ima may be described within the framework of classical
Kramer’s reaction rate theory (Hänggi et al., 1990), the typ-

Figure 22: From Consolini & De Michelis, NPG, 9, 412 (2002).
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• A different point of view to explain the observed waiting time statistics

could be due to a complex energy landscape (phase space) for the

nonequilibrium states (metastability & topological randomness).

f (δE) ' exp
[
−
(
δE
δE0

)α]
→ τ ∼ τ0 exp (βδE) → ψ(τ) ' 1

τ
exp [−A lnα τ ]
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Fig. 4. The comparison between the observed waiting times distri-
bution function  (⌧ ) and the expression of Eq. (5). The solid line
refers to a nonlinear best fit.

ical residence (waiting) time will follow the well-known Ar-
rhenius activation law:

⌧ / ⌧0 exp [�E] , (4)

where � plays the role of the inverse of an equivalent tem-
perature. From here, the resulting distribution function of
the waiting times should be as follows:

 (⌧ ) = f (E)
dE

dt
/ 1
⌧
exp

⇥
�A ln↵(⌧ )

⇤
. (5)

We may note that in the case of a Poisson statistics (↵ =
1) of the energy local minima, the waiting time distribution
function will be  (⌧ ) ⇠ ⌧�1�µ , with µ = 1/�E0 (Klafter
et al., 1997; Sornette, 2000).
We report in Fig. 4 the nonlinear best fit of the AE-index

waiting time statistics using the expression of Eq. (5). This fit
agrees with data over 3 orders of magnitude, showing a bet-
ter confidence than the simple power-law behaviour of Fig. 3.
The observed value of ↵ is ↵ = [2.0± 0.1]. This result sug-
gests that the magnetospheric dynamics may be treated in
terms of a random walk in a complex free energy landscape
with Gaussian statistics for the local minima. In the follow-
ing section, we will discuss this result in connection with
metastability and topological complexity of magnetic field
in the tail regions.

4 Conclusions

The study of out-of-equilibrium, heterogeneous and disor-
dered systems has improved the development of new con-
cepts and of a new branch of statistical mechanics, called
the physics of complex systems. One of the main features
of complex systems is the role that the topological disor-
der plays in such systems. As a matter of fact, it has been
noted that disorder generally introduces new and surprising
effects not expected from the simple microscopic evolution

rules. Complex systems, indeed, self-organise their inter-
nal structure and their dynamics showing novel and surpris-
ing macroscopic properties. For example, a complex sys-
tem may display metastability, non-ergodicity, and coherent
large-scale collective behaviours that are the consequence
of the repeated nonlinear interactions among its elementary
parts.
In this framework, our findings on the waiting times dis-

tribution function seem to support the hypothesis that the
Earth’s magnetotail might work as a complex system. As
a matter of fact, if we figure out the magnetic topological
complexity emerging from Chang’s model (Chang, 1999),
in terms of topological disorder, we may immediately re-
alise that the associated dynamics should be characterised by
metastability. If we consider a physical system with a given
disorder magnetic field structure, the minimum free energy
is a function of the topological complexity of the magnetic
field. In such a system, any non-ideal process that modifies
the overall topology may be associated with a sort of a dy-
namical transition between two different local minima in the
configuration space during which a certain amount of free en-
ergy is relaxed. The emerging dynamical framework is that
of a random walk in a complex free energy landscape. If the
system evolves near criticality, this random walk in the free
energy space will be characterised by a time correlation in
the jumps and non-ergodicity.
In this framework, magnetic substorms are better de-

scribed in terms of noise-induced topological transitions in
an extended out-of-equilibrium system. In other words, the
magnetic substorm is the set of phenomena during which a
reduction in topological complexity in the tail regions takes
place (see also Chang, 2001a, 2001b, Consolini and Chang,
2001, 2002). The role of the solar-wind driver would be to
enhance the internal noise (i.e. the internal fluctuations) that
could induce a topological transition among metastable com-
plex topologies. In such a case, the evolution of the magneto-
spheric system (and in detail of the magnetotail regions) will
be the result of the combined effects of local couplings of the
magnetic and plasma structures, and of the noise intensity
through the nonlinearities of the system. This point of view
also supports the recent results of Sitnov et al. (2001) that the
substorm activity resembles the nonequilibrium (first and/or
second order) phase transitions.
At the moment, we believe that this framework is of a more

general character than the classical SOC phenomena (Bak
et al., 1987) and may involve space-time coupling among the
transition events, as revealed by our analysis on the waiting
time statistics. Clearly, much more work will be necessary to
better address this new picture of magnetospheric substorms
in terms of a noise-induced topological transition.
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Figure 23: From Consolini & De Michelis, NPG, 9, 412 (2002).
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• The analysis returned a value of α ∼ 2, suggesting that the distribution of

the energy barriers δE follows a semi-Gaussian statistics.

• In the previous scenario β plays a role of an inverse temperature where can

be related to the amplitude (variance) of the local internal fluctuation field.

• In practice, the fast energy releases (avalanche dynamics) related to AE

index bursts could be the result of a walk in a complex free energy

landscape with Gaussian statistics for the local minima.
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• Thus, “neither SOC nor self-organization models taken separately can

explain the whole variety of the magnetospheric activity on substorm

scales” [Sitnov et al, 2001].

• Furthermore, “the behavior of the Earth’s magnetosphere resembles very

close that of real sandpiles. Both systems reveal scale-invariant behavior

for relatively small avalanches and first-order phase transition-like behavior

for the largest avalanches” [Sitnov et al, 2001].

• The complexity of the magnetospheric dynamics during substorms is the

results of competing processes such as fluctuating forces and dissipative

ones.
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A view of the concepts dealing with the Earth’s magnetospheric dynamical

complexity

Figure 24: From Consolini & Chang, SSR, 9, 412 (2001).
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Complexity and Forecasting

• One of the main targets of Space Weather is the capability to

predict/forecast geomagnetic disturbancies.

• This capability is of an extreme importance in mitigating the damaging

effects of Space Weather events on anthropic technologies.

• In the past many attempts have been done using different approaches

from linear/nonlinear differential equation approaches to linear prediction

models or Nonlinear AutoRegressive Moving Average with eXogenous

inputs (NARMAX).

• One of the first attempts was done by Burton et al. (1975) which applied

a linear prediction model to forecast the evolution of 1hr Dst index;

d
dt
Dst0 = F (E)− aDst0 where Dst0 = Dst − b(Pd)1/2 + c

F (E) = d(Ey − 0.5) ↔ Ey > 0.5 mV/m and Pd = nV 2
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An Empirical Relationship Between Interplanetary Conditions and Dst 
R. K. BURTON, R. L. MCPHERRON, AND C. T. RUSSELL 

Institute of Geophysics and Planetary Physics, University of California 
Los Angeles, California 90024 

An algorithm is presented for predicting the ground-based Dst index solely from a knowledge of the 
velocity and density of the solar wind and the north-south solar magnetospheric component of the in- 
terplanetary magnetic field. The three key elements of this model are an adjustment for solar wind 
dynamic pressure, an injection rate linearly proportional to the dawn-to-dusk component of the in- 
terplanetary electric field which is zero for electric fields below 0.5 mV m -•, and an exponential decay rate 
of the ring current with an e folding time of 7.7 hours. The algorithm is used to predict the Dst signature of 
seven geomagnetic storm intervals in 1967 and 1968. In addition to bei,ng quite successful, considering 
the simplicity of the model, the algorithm pinpoints the causes of various types of storm behavior. A main 
phase is initiated whenever the dawn-to-dusk solar magnetospheric component of the interplanetary 
electric field becomes large and positive. It is preceded by an initial phase of increased Dst if the solar wind 
dynamic pressure increases suddenly prior to the main phase. The recovery phase is initiated when the in- 
jection rate governed by the interplanetary electric field drops below the ring current decay rate associated 
with the ring current strength built up during the main phase. Variable recovery rates are generally due to 
additional injection during the recovery phase. This one algorithm accounts for magnetospheric behavior 
at quiet and at disturbed times and seems capable of predicting the behavior of Dst during even the largest 
of storms. 

INTRODUCTION 

The magnetosphere responds to the solar wind driving func- 
tion in a variety of complex ways, this behavior producing 
various types of disturbances. These disturbances can be 
monitored on the earth to provide estimates of the level of 
magnetospheric activity. Dst, computed from mid-latitude 
ground magnetograms, is one widely used parameter. 

Geomagnetic storms, as seen in Dst, commonly have three 
phases: a sudden commencement, a main phase, and a 
recovery. However, other than the fact that sudden com- 
mencements often precede the main phase, there is little 
relationship between them. Piddington [1963] noted that the 
size of sudden commencements was independent of the main 
phase minimum. Hirshberg [1963] found evidence for ring cur- 
rent enhancement without sudden commencements. Akasofu 
[1964], in addition, found that sudden commencements are not 
always followed by storm main phases or auroral activity. 

Qualitatively, the relation between the various phases of a 
storm and the solar wind is becoming understood. It has 
generally been accepted that sudden commencements are as- 
sociated with enhancements of solar wind dynamic pressure. 
Burlaga and Ogilvie [1969] found that sudden commencements 
were associated with hydromagnetic shocks in the solar wind. 
Empirically, the size of the sudden commencement was found 
to be proportional to the square root of the solar wind 
dynamic pressure [Siscoe eta!., 1968; Ogilvie et al., 1968]. 

The Z component of the interplanetary magnetic field 
(IMF) has been associated with geomagnetic activity in 
general [Hirshberg and Colburn, 1969; Arnoldy, 1971; Foster et 
al., 1971] and the geomagnetic storm main phase in particular 
[Rostoker and F•ilthammar, 1967; Russell et al., 1974]. 
Rostoker and F•'lthammar [1967] found that the storm main 
phase was associated with a sustained southward Bz. Russell et 
al. [1974] found that the southward Bz had to exceed an ap- 
parent threshold level, possibly Dst-dependent, in order to 
trigger a storm main phase. Rostoker and F•ilthammar [1967] 
also noted that the recovery phase was associated with a 

Copyright ̧  1975 by the American Geophysical Union. 

decrease or switching off of the southward B,. Davis and 
Parthasarathy [1967] observed that the rate of recovery was 
related to the magnitude of Dst. 

Thus while quantitative information exists on the 
relationship both between sudden commencements and 
dynamic pressure and between the recovery phase and Dst, the 
main phase decrease is only qualitatively understood in terms 
of the southward component of the IMF. This dependence is 
believed to be the result of an enhanced merging rate between 
the IMF and the geomagnetic field when the IMF is 
southward. The dependence of the merging rate on the 
southward component and the rate of ring current injection 
upon the merging rate have not been found. 

This paper presents an empirical relationship for the rate of 
change of Dst in terms of the dawn-dusk solar wind electric 
field (the solar wind velocity times the north-south IMF) and 
the solar wind dynamic pressure. The rate of ring current injec- 
tion is expressed in terms of the dawn.•dusk solar wind electric 
field. 

ANALYSIS 

The solar wind parameters used in this study to compute the 
solar wind dawn-dusk electric field and dynamic pressure were 
obtained from solar wind velocity and density data measured 
on Explorer 33 and 35 provided by J. Binsack and cor- 
responding IMF data from D. S. Colburn and N. F. Ness. The 
temporal resolution of the velocity and density data supplied 
was 163 s, while that of the magnetic field data was 82 s. All of 
the interplanetary data were interpolated to provide compati- 
ble data sets of 2.5-min resolution. Interpolation was per- 
formed only over contiguous data and not across data gaps ex- 
ceeding 350 s. From these data the solar wind dawn-dusk 
electric field (E = VB, 10 -a mV/m) and dynamic pressure (P 
= nV 2 10 -2 eV/cm -a) at the satellite position were computed 
(V'in kilometers per second, n in units per cubic centimeter, 
and Bz in gammas). 

Dst was determined from the digitized H components of the 
11 mid-latitude stations given in Table 1, supplied by the 
World Data Center. Dst was determined with 2.5-min resolu- 
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F•g. 6. Observations and predictions for February 15-17, 1967. 

is the high variability in the electric field. Qualitatively, the Dst 
variation is predicted correctly. 

Atier the drop at 1500 UT the dynamic pressure remained 
nearly constant. Since there was little or no injection from 
1800 to 0900 UT on February 16, Dst recovered. Injection 
produced by westward fields from 0900 to 1500 UT resulted in 
a slight decrease in Dst during that time. Recovery again oc- 
curred during a period of negative field. The short amount of 
positive field at the end of February 16 produced minimal in- 
jection which had little effect on Dst. 

February 27, 28, and 29, 1968. At 0000 UT on February 27, 
as shown in Figure 8, Dst = 0 7. Ey is approximately zero until 
1300 UT. The dynamic pressure being approximately con- 
stant, Dst changes very little. The small positive field from 1300 
to 1400 UT produced little injection and hence little effect on 
Dst. The dynamic pressure began to increase at about 1300 
UT, this behavior causing the increase in Dst through 1800 
UT. 

The electric field went positive from 1800 through 0200 UT 
on February 28. Dst began to decrease shortly after 1800 UT 
and reached a minimum of-30 7 around 0100 UT. Between 
0200 and 1200 UT there was no positive field. This and the 
enhanced dynamic pressure drove Dst upward from 0100 to 
1200 UT, Dst becoming positive between 0900 and 1200 UT. 

After 1200 UT the electric field was predominantly positive, 
its magnitude diminishing erratically through the end of 
February 29. At the same time the dynamic pressure was 
decreasing. Dst decreased to a minimum of -50 7, while (4) 
produced a somewhat lower minimum of -70 7. This con- 
trasts with the February 15, 1968, storm, where the ground Dst 
minimum exceeded that produced by (4). 

The ground Dst stayed fairly constant around -40 to -50 7 
over the first 12 hours of February 29. Then, since the 
diminishing positive electric field was no longer able to over- 

come the ring current decay, Dst began its recovery. The 
small decrease occurring after 1800 UT was due to the positive 
field from 1800 to 1900 UT. On the other hand, this occur- 
rence allowed the empirically generated Dst to stabilize at the 
level to which the actual Dst was driven. Thus, while injection 
appears to be overestimated by the empirical expression from 
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Boynton et al., Data derived NARMAX Dst Model, Ann. Geophys. 29, 965
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Fig. 3. (a)Measured Dst index in black and OSA Dst in grey. (b)Measured Dst index in black and MPO Dst in grey. Both for the same time
period starting from 01:00UT 17 March 2000 until 18:00UT 9 May 2000.

model (2). The OSA uses the values of the measured Dst in-
dex, in Eq. (2), to predict the next value of Dst, while the
MPO uses the estimated values of Dst to predict the next
value of Dst. Both the OSA and MPO are calculated from
the measured values of the solar wind data. The MPO is
therefore less accurate than the OSA, however, the MPO will
indicate whether the model has a good long term prediction.
The data employed to calculate both OSA and MPO were
the uninterrupted solar wind data sections, with >1000 data
points, from the start of 1998 to the end of 2008.
Figure 3 demonstrates one of the uninterrupted data sec-

tions from 01:00UT 17 March 2000 until 18:00UT 9 May
2000. Figure 3a displays the measured Dst in black and the
OSA Dst in grey. The OSA has an excellent comparability
with the measured Dst, with very little difference between
them. Figure 3b shows the measured Dst in black and the
MPO Dst in grey. Since the MPO is calculated using the pre-
vious calculations or previous predictions of Dst, rather than
the measured, the MPO does not follow the measured Dst as
closely as the OSA, however, it manages to follow the storms
with a good agreement, forecasting the time and magnitude
of the large and small storms. This indicates the model has a
very good long term predictability.
Three criteria are used to analyse the the performance of

the data sections. Figure 3 only displays one of the 32 un-
interrupted data sections, these are not shown here due to
limited space. These criteria were the normalized root mean
square error (NRMSE)

ENRMSE=

vuuuuuuuut

NX

t=1

h�
y(t)� ŷ(t)

�2i

NX

t=1

h
(y(t)� ȳ(t))2

i (4)

the correlation coefficient
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⌘i
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h
(y(t)� ȳ(t))2

i NX
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⇣
ŷ(t)� ¯̂y(t)
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and the coherency function

Cyŷ =

��Pyŷ(f )
��

Pyy(f )Pŷŷ(f )
(6)

where y(t) is the measured and ŷ(t) is the estimated values
of the Dst at time t , N is the number of data points, the bar
denotes the mean and P is the cross-spectral density of the
subscripts at frequency f .
The NRMSE is utilized in many studies to evaluate the

prediction efficiency and indicates numerically the accuracy
of the model. Over the 32 data sections, the mean NRMSE
for the OSA Dst was 0.2195 with a standard deviation of
0.0540 and for the MPO Dst was 0.7719 with a standard de-
viation of 0.3166. The OSA has a small NRMSE with only
a small deviation with the error over the 32 data sets. The
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y(t + 1) = F [y(t), y(t − 1), y(t − 2), ...u(t), u(t − 1), u(t − 2), ...η(t), η(t − 1), η(t − 2), ...]

Here, F (·) is a nonlinear function.
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• In the framework of Machine Learning methods and, more specifically,

Artificial Neural Networks (ANN), the first attempts to make geomagnetic

indices forecasting dates to the early 90’s.

• For instance, we mention the works by Gleisner et al., (1996), Lundstedt

and Wintoft (1994) and Wu and Lundstedt (1997) that attempted a

prediction of Dst index based on interplanetary features, i.e., magnetic

field and plasma parameters.

• Pallocchia et al. (2006) demonstrated that it is possible to get a reliable

forecasting of Dst index using only the information contained in the

interplanetary magnetic field (IMF) by an Elmann’s ANN architecture.
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Fig. 2. The Elman scheme used for EDDA. u1, u2 and u3 are the
inputs (normalized Bz, B2 and B

2
y ); w

0
s are the network weights.

The blue lines indicate copying of each hidden layer output x into
the corresponding context unit c, so that ck(t) = xk(t�1) (see details
in text).

magnetometers are more efficient than plasma instruments in
producing continuous time series of data at L1, which are
essential for running an operational service devoted to Dst

forecasting. On these grounds, it is reasonable to verify the
feasibility of aDst forecasting algorithm based on IMF only.

3 The EDDA Model

3.1 The selected network

On the basis of the considerations made in the preceding sec-
tion, we trained and tested several networks with different
combinations of IMF components. In conclusion, we se-
lected for the development of the EDDA algorithm an Elman
network (Elman, 1990) with the following structure (Fig. 2):

1. 3 input lines: Bz, B2, B2y ,

2. 4 context units,

3. 1 hidden layer with 4 neurons,

4. 1 linear output neuron.

In the discussion section we will comment on the signifi-
cance of the input choice. The input parameters are hourly
averages calculated from L1 IMF data in GSM coordinates.
Before being fed into the network, the inputs were nor-
malised (see the Appendix for details). The output of the
i-th hidden layer neuron is:

xi(t) = tanh(
3X

j=1
w

(1)
ij

uj (t) +
4X

k=1
w

(c)

ik
ck(t)), (1)

Table 2. The EDDA training set.

SC Start (Year Doy h) End (Year Doy h)

WIND 1995 080 03 1995 109 06
WIND 1995 263 11 1995 305 02
WIND 1997 094 23 1997 119 22
WIND 1997 316 05 1998 001 03
ACE 2000 141 15 2000 158 06
ACE 2000 299 03 2000 324 02
ACE 2001 083 23 2001 125 10
ACE 2001 292 17 2001 307 01

where t is the time in integer hours, the first sum is made
over the three normalized external inputs uj (t), and the sec-
ond one is made over the four context units of content ck(t).
w

(1)
ij
and w

(c)

ik
are the weights of the connections between

the i-th hidden layer neuron and, respectively, the j-th in-
put and the k-th context unit. The context units are defined
as ck(t)=xk(t�1); in other words, each context unit is con-
nected to the corresponding hidden layer neuron by a recur-
rent non trainable connection, whose weight is set constantly
to 1, and acts as a memory bank, by receiving at a given time
t, the output of the corresponding hidden layer neuron at the
preceding time t–1, i.e. one hour earlier. The normalized out-
put of the network is obtained from a linear combination of
the 4 hidden layer outputs:

O(t + 1) =
4X

i=1
w

(2)
i

xi(t), (2)

where w
(2)
i
is the weight of the connection between the out-

put unit and the i-th hidden neuron. The outputO is assigned
the time t + 1 for inputs at the time t , to account for the 1-h
average travel time of the solar wind from L1 to the Earth’s
magnetopause.

3.2 The training

The database for developing the EDDA algorithm consists
of WIND and ACE IMF hourly averages and of final Kyoto
Dst values from 1995 to 2002 (after 2002 final Dst values
are not available yet), amounting overall to ⇠64 000 h. The
IMF data were collected close to the L1 libration point. From
such a database a training set was built, comprising of about
6000 hourly averages from the periods listed in Table 2. The
network weights w were then determined by minimizing the
cost function:

E(w) = 1
2

NtrX

i=1
(T

(i) � O
(i)

)
2
, (3)

where Ntr is the number of data points in the training set,
T

(i) is the i-th observed Kyoto Dst (i.e. the “right answer”)
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Fig. 4. Comparison of the EDDADst (red lines) with the KyotoDst

(black lines) for geomagnetically disturbed periods. r is the linear
correlation coefficient and NMSE the normalised mean square error
(see text for details).

the data displayed in Fig. 3 of Lundstedt et al. (2002). For
�25 nT<Tc<25 nT we found smaller values, in the order
of 83. For �50 nT<Tc<�25 nT, i.e. for “small” storms,
we obtained 32, similar to the EDDA value. Finally, for
�125 nT<Tc<�50 nT, i.e. for “moderate” storms, we found
values between 22 and 25, again similar to the EDDA values.
This comparison is based on different data sets for EDDA
and “Lund”: as we described earlier, the EDDA test set com-
prises of about 58 000 hourly averages, while the data set
used for Fig. 3 of Lundstedt et al. (2002) comprises of 40 000
hourly averages. We do not know to what extent the two data
sets overlap. As regards to “intense” and “severe” storms,
we cannot use R to compare the two algorithms, because:
a) Fig. 3 of Lundstedt et al. (2002) stops at Tc=�125 nT;
b) we cannot build an extended common test set for both
EDDA and “Lund” in the 1995–2002 period, as we do not
know the exact training periods used for the “Lund” algo-
rithm. Therefore, for Dst<�125 nT, we have to use more
recent data, from 2003 onwards. Unfortunately, after 2002
final Kyoto Dst values are not available yet and it is not rea-
sonable to base a statistical comparison on provisional Dst

data. Therefore, for such periods, we will only compare the
two algorithms for some individual storms (see Sect. 3.4).

Before closing this discussion on the EDDA testing, we
notice that in addition to R, it is interesting to consider the
EDDA linear correlation coefficient, which is 0.83, and the

total root mean square error

RMSE =

vuut 1
Ntest

NtestX

j=1
(T (j) � O(j))2, (5)

which amounts to 13.9 nT over the whole test set (Ntest is the
number of test set data points). These values can be directly
compared with those quoted by Wu and Lundstedt (1997)
for a similar network with the four inputs B, n, V and Bs :
0.89 and 16.5. Although the training and testing sets are
rather different, also this comparison suggests that the per-
formances of the two algorithms are comparable. This and
the preceding discussion on the R parameter suggest that,
when both plasma and IMF data are available, EDDA pro-
duces forecasts at least comparable to those of other “nor-
mal” algorithms and, as such, provides a reliable operational
forecasting tool.
To show typical examples of the performance of the

EDDA algorithm for individual large storms, Fig. 4 com-
pares its forecasted Dst with the Kyoto Dst index for four
cases of high geomagnetic activity, all pertaining to the test
set, i.e. not used in the network training. In each panel the
linear correlation coefficient r between forecast and observed
Dst , and the normalised mean square error are reported. The
latter is defined as

NMSE =
1

Nev

P
Nev

j=1(T
(j) � O

(j)
)
2

V arev

, (6)

where, for each event,Nev is the number of points and V arev

the variance of the Kyoto Dst . In the top left hand panel Dst

displays a decrease by ⇠60 nT on day 113, 1998, preceded
by an increase by ⇠20 nT, lasting on the order of 12 h; two
further such increases occur on day 121 and on day 122, by
⇠40 nT and ⇠20 nT, respectively; immediately after that, a
negative sharp jump, by ⇠100 nT, occurs on day 122 over a
few hours. This is followed by an increase lasting about two
days by ⇠60 nT, followed by the main storm dip to a min-
imum value of ⇠�210 nT on day 124. The recovery phase
lasts about 4 days. The EDDA Dst follows closely the Ky-
oto Dst , both during the dips and in the recovery phase; we
notice, however, some minor disagreements, on the order of
⇠10–20 nT and the fact that EDDA fails to reproduce the
four short-lived increases on days 113, 121 and 122. Such in-
creases can be interpreted as due to solar wind compressions
prior to the stormmain phase. In the top right-hand panelDst

decreases to ⇠�240 nT on day 295, 1999, to recover over 4
days, while in the bottom left-hand panelDst displays several
peaks before a decrease to ⇠�300 nT on day 198, 2000, and
a recovery lasting 2.5 days. In both cases the Dst behaviour
is reproduced very well by EDDA, with an exception made
again for the short-lived increases just prior to the stormmain
phase. In the last panel, the Kyoto Dst displays a broad peak
by ⇠40 nT, lasting from day 270 through day 273, 2002, a
decrease to ⇠�50 nT, a short-lived peak by ⇠40 nT, a main
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• In spite of the good results in forecasting long time scales variations of

geomagnetic indices (Dst and Kp) using ANNs and/or other approaches,

the correct evaluation and prediction of shot time scale variations of

geomagnetic indices is far from to be achieved.

• This is particularly true when we look for 1 min AE-index.

a previous work (Gleisner and Lundstedt, 1997)
used 5min averages from a similar data set.

We selected our training and testing data sets
according to the following criteria: (1) use, as far as
possible, more recent solar wind data taken from a
single spacecraft and (2) use solar wind data
measured at L1. The reason for this choice is that
we aim, eventually, at developing an algorithm
which can be used routinely with L1 data as inputs
to provide an operational service of AE predictions.
These conditions restricted our data base to the
whole of 1995, which is the last year for which
provisional AE data are available and the first year
of WIND operation at L1. Having chosen to use L1
data, we faced the problem of propagation to Earth.
Weimer et al. (2002) showed that, depending on the
orientation and nature of the solar wind structures,
the travel time from L1 to Earth can be lower or
higher than the ballistic propagation time by
considerable amounts, up to tens of minutes.
Unfortunately, the real travel time cannot be
determined on a routine basis (Weimer et al.,
2002) and the only viable solution is to propagate
the data ballistically to Earth. Bargatze et al. (1985)
adopted this solution and we did the same for 1min
WIND data. Then, we averaged AE and solar wind
data over 5, 15, 20, 30, 60min, so as to build 8 time
consistent data sets of averaged AE, IMF and
velocity components and plasma density. Starting
from the 60min data set, we trained several ANN
Elman algorithms, with different complexity and
various inputs, and compared their performances.
At the end of this process, we selected the following
structure: two inputs, Bz (in GSM) and Vx

(x component of the solar wind velocity), four
hidden neurons (with a hyperbolic tangent transfer
function), four context units, one output neuron
(with an exponential transfer function). We wish to
remark that no significant improvement was ob-
tained by adding other inputs, such as the solar
wind density and the total magnetic field intensity.
In particular, it is worth noting that we also tried to
develop an algorithm based on IMF inputs only,
similarly to what Pallocchia et al. (2006) did
successfully for the forecast of the Dst index. This
attempt failed. Having decided the ANN structure,
we trained five different algorithms for the forecast
of 5, 15, 20, 30 and 60min averages of the AE index,
respectively. For that purpose, we used two training
sets: (1) from 22:00 UT on 09 February 1995 to
03:00 UT on 20 March 1995, to train the 05, 15, 20
and 30min algorithms and (2) from 22:00 UT on 09

February 1995 to 05:00 on 17 April 1995, to train
the 60min algorithm. In the following descriptions,
we will indicate the averaged AEs by AEnn and the
forecast AEs by F nn, where nn ¼ 05; . . . ; 60.

Fig. 1 displays AE05 (thin line) and F 05 (thick
line) from 00 UT on 07 September 1995 to 12 UT on
8 September 1995, i.e. a time period not included in
either training set. We notice that AE05 displays six
main enhancements, marked with vertical arrows
above the horizontal axis, lasting between ’ 2 and
’ 6 h, with an average separation time of 6 h and
with peaks ranging from ’ 700 to ’ 1500 nT. In
general, all such enhancements have a fine temporal
structure with many secondary peaks. The forecast
AE, F 05, is in general smaller than AE05, but
reproduces the timing and duration of all main
enhancements, exception made for some time
delays; however, two characteristics of the AE05

enhancements are grossly mismatched: (1) the
secondary peaks on time scales o60min, none of
which is reproduced by F05 and (2) the maximum
values reached by AE during the enhancements,
which are in general underestimated by a factor of
1.5–3.

Fig. 2 displays again AE05 and F 05 (thin and thick
lines, respectively) together with AE60 (dotted line)
and F 60 (dashed line) for the same time period of
Fig. 1. The AE60 plot displays the six main
enhancements which we already identified, but with
smaller peak values (by a factor of 1.6–1.8, due to
the averaging process) with respect to the AE05

ARTICLE IN PRESS

Fig. 1. AE05 (thin line) and F05 (thick line) plotted against time
from 00 UT on 07 September 1995 to 12 UT on 08 September
1995 (see text for details).
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Here, for each algorithm, N tot is the total number of
AE forecast values, AE is the Kyoto AE average
and F is the forecast AE. Fig. 4 shows a plot of R as
a function of averaging time. The plot confirms, as
expected, that the standard deviation between the
forecast and the Kyoto AE decreases as the average
time increases. If we make the hypothesis that this
decrease follows an exponential law, we can fit the
experimental points through the functional form:

RðtÞ ¼ aþ b exp
t

c

! "
, (3)

where a ¼ 0:95, b ¼ 0:48 and c ¼ 18:7min. The
resulting function is shown by the solid line in
Fig. 4, while the horizontal dashed line corresponds
to R ¼ a. We remark that Rð60Þ ¼ 0:975, i.e. Rð60Þ
differs from the asymptotic value a by ’ 3%.

4. Conclusions

We trained five ANN algorithms, with different
time resolutions ranging from 5 to 60min, to
forecast the AE index starting from L1 WIND
IMF and plasma data. Our findings are summarised
hereafter.

1. As found also by Gleisner and Lundstedt (2001),
a simple Elman network with one hidden layer
containing four neurons, four context units and
one output neuron is sufficient to optimise the
results.

2. Two parameters are sufficient to perform the
ANN training and to run the algorithms: Bz (in
GSM) and Vx. In this respect, we reduced the

number of input parameters by excluding the
solar wind density, which was used by Gleisner
and Lundstedt (2001, 1997).

3. It is not possible to obtain reasonable AE
forecasts on the basis of the IMF only, as
recently done for the Dst index by Pallocchia
et al. (2006).

4. The 60min forecast AE resembles closely the
5min forecast AE, both in the timing of the
enhancements and in the peak values; moreover,
the 60min forecast AE reproduces the 60min
averaged AE better than the 5min forecast AE
reproduces the 5min averaged AE.

5. The forecast AE generally is smaller than the
Kyoto AE during periods of disturbed AE. This
difference is bigger (smaller) for smaller (longer)
AE averaging times.

6. The normalised standard deviation between the
forecast AE and the Kyoto AE is higher for
small AE values and keeps rather constant for
AE4300 nT.

7. The total normalised standard deviation, R,
between the forecast and the Kyoto AE decreases
as the averaging time increases. Under the
hypothesis that this decrease follows an expo-
nential law, the experimental R value for 60min
averaging is very close to the asymptotic R value
for an infinite averaging time.

We notice that point 4 above can be interpreted in
terms of previous findings according to which AE
has two components, a solar wind driven one, which
can be forecast, at least partially, and one internal to
the magnetosphere system, which may not be
reproduced from solar wind inputs. In this respect,
our findings confirm previous results of other authors
(e.g. Uritsky et al., 2001) and clarify that ANN does
not help in the reconstruction of the magnetospheric
driven component of AE. Moreover, it should be
underlined that, according to previous findings of
Takalo and Timonen (1997), a better AE forecasting
should require an input capable of quantifying the
internal magnetotail state, as indirectly done by
Takalo and Timonen (1997) by adding to the inputs
at a given time the previous AE experimental value.
Finally, points 5 and 7 suggest that a large level of
uncertainty in the AE prediction from solar wind
data cannot be avoided, whatever time scale is
chosen for the AE calculation.

In conclusion, it is possible to qualitatively
forecast AE enhancements on time scales of a few
hours bearing in mind that an underestimate by

ARTICLE IN PRESS

Fig. 4. Normalised standard deviation (R) as a function of the
algorithm time resolution (triangles). The solid line represents the
exponential fitting the triangles. The horizontal dashed line is
the exponential asymptote.
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Figure 25: 5 min-AE index forecasting. From Pallocchia et al., JASTP, 70, 663 (2008).
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• The main issue in forecasting small time scale variations is related to the

internal magnetospheric dynamics, which depends on the instantaneous

state of the plasma in the CPS regions of the magnetospheric tail.Journal of Geophysical Research: Space Physics 10.1002/2016JA023175

Figure 10. As in Figure 9 for the 2015 St. Patrick’s storm time period.

coupled to (driven by) solar wind, while for timescales shorter than 200 min, there is no direct coupling to
solar wind parameter fluctuations. The same results are found in the case of the 2015 St. Patrick’s Day storm
as shown in Figure 10.

Another interesting feature emerging from our analysis is how at long timescales the response of the magne-
tospheric ring current, as monitored by SYM-H, is delayed with respect to the high-latitude electrojet current
systems. Indeed, while for high-latitude geomagnetic indices (AE, AU, and AL) the maximum of the MI(Δ)
is found in correspondence of Δ∼100 min (Δ ∼ 70–80 min for ACE-propagated data), SYM-H responds later
being Δ ∼ 150–200 min (Δ ∼ 100–150 min for ACE-propagated data). A more different behavior is shown by
ASY-H, which indeed shows a maximum of the MI(Δ) for a time delay of Δ∼ 100 min (Δ ∼ 60–80 min for
ACE-propagated data), i.e., a time delay similar to the high-latitude geomagnetic indices. This result confirms
the previous findings by Crooker [1972] and Clauer and McPherron [1980] that showed that the asymmetric
part of the variation of the horizontal component H of geomagnetic field at low latitude well correlates with
the general trend of the auroral electrojet index AE. Furthermore, the time delay corresponding to the DMI
maximum observed in the case of AE indices and ASY-H seems to be well in agreement with the time nec-
essary to the interplanetary disturbance (CME) to propagate from L1 (ACE) to the magnetopause plus the
typical ∼64–72 min of the median growth-phase period of southward IMF preceding a classical substorm
[see, e.g., Lyons et al., 1997]. The explanation of this point has to be found in the link between the develop-
ment of the partial ring current and the increase of the dawn-dusk interplanetary electric field. Conversely,
the possible explanation of this different response time delay observed in the case of SYM-H suggests that
the ring current enhancement requires a longer time, this being related to the time for plasma to be con-
vected/advected to the Earth’s distances in the inner regions of the magnetosphere where the ring current
is located.

Finally, the absolute and maximum values of the shared information MI at long timescales are generally
higher for geomagnetic high-latitude indices (AE, AU, and AL) than for SYM-H and ASY-H. This suggests that
there could be inner physical processes that tend to reduce the correlation between SYM-H and ASY-H and
external drivers.

ALBERTI ET AL. ST. PATRICK’S STORMS: TIMESCALE ANALYSIS 4276

Figure 26: Mutual information between driver and driven quantities. From Alberti et al., JGR:SP, 122, 4266

(2017).
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• The observed character of the magnetospheric dynamics which is thus a

comprise between directly driven (long time scales - slow fluctuations) and

internally triggered phenomena (short time scales - fast fluctuations)

which depend on the internal dynamical state.

• An attempt to solve this problem was recently done by including some

proxies of the geomagnetic internal dynamics: some delayed geomagnetic

indices (SYM-H, AE,...).

manuscript submitted to Space Weather

a) b)

d)c)

Figure 6. Observed and predicted SYM-H index in the case of four test geomagnetic storms:

panel a) storm N. 27 (data from November, 2 to 12), panel b) storm N. 31 (data from April, 2

to 12), panel c) storm N. 37 (data from November, 4 to 14), panel d) storm N. 38 (data from

September, 10 to October, 5). Plots in each panel correspond to: LSTM (top left) and CNN (top

right) prediction without SYM-H index among the input parameters, LSTM (bottom left) and

CNN (bottom right) prediction with SYM-H index among the input parameters.

–18–

©2020 American Geophysical Union. All rights reserved.

Figure 27: From Siciliano et al., Space Weather, in press (2021).
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• The inclusion of some geomagnetic indices as proxies of the internal

magnetospheric state significantly increases the forecasting performances.

manuscript submitted to Space Weather

Figure 7. Scatter plots of the predicted relative minima of SYM-H index as a function of the

corresponding observed values for both LSTM (green squares) and CNN (red circles) models.

Panel a) displays results for predictions made without SYM-H index among the input parame-

ters, panel b) those for predictions made using SYM-H index among the input parameters.

Prediction without SYM-H
a)

b)

Figure 8. Prediction without using SYM-H index among the input parameters for: a) all

data, b) data in the half-peak interval. R2 for di↵erent look-back values for both CNN and

LSTM ANN models.

–19–

©2020 American Geophysical Union. All rights reserved.

Figure 28: From Siciliano et al., Space Weather, in press (2021).

54



Conclusions and Open Questions



Conclusions and Open questions

• Complexity is clearly a feature of the magnetospheric dynamics and, in

particular, of the substorm dynamics.

• Indeed, the dynamics is characterized by both scale-invariance and low

dimensional behavior.

• We have to keep in mind that we deal with an open system in which the

mechanisms giving rise to the fluctuating forces are distinct from and

independent of those producing dissipative forces.

• Indeed, instabilities generated by fluctuations are not uncommon in open

systems, whose dramatic effects are the so-called fluctuation-induced

phase transitions [Horsthemke & Lefever, 1984; Chang et al., 1990].

• A possible scenario could be that of an extended system characterized by

disordered and highly dynamical complex topology, involving the interplay

of kinetic, intermediate, and MHD scale fluctuations [see e.g., Chang,

1999, 2001].
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Conclusions and Open questions

• Most of the studies (only partially shown here) deals with the use of

geomagnetic indices and/or local observations.

• What could be the best set of variables to characterize the complex

dynamics of the Earth’s magnetosphere ?

• How to construct a multiscale fitness landscape for this systems ? or at

least for the substorm dynamics ?

• What are the relevant control parameters of the observed scale-invariance

features ?
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